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Abstract—Single-shot dense 3D reconstruction using colored
structured light is a difficult problem due to the undesired
effects of ambient lighting, object albedo, non-equal channel
gains, and channel cross-talk. We propose a novel single-shot
dense 3D reconstruction using colored structured light. Our
method combines the self-equalizing De Bruijn sequence, scale-
space analysis, and band-pass complex Hilbert filters to achieve
insensitivity to ambient lighting, object albedo, and non-equal
channel gains. The proposed method reconstructs about 85% of
points compared to time-multiplexing structured light strategies
and the decoding error in the recovered projector coordinate
is less than one projector pixel for about 90% of reconstructed
points.

Index Terms—3D scanning, structured light, phase estimation,
De Bruijn sequence, Hilbert transform filter

I. INTRODUCTION

HE three-dimensional surface profile of an object may be

measured using various non-invasive optical techniques
[1] including structured light. Structured light (SL) utilizes
a projector to actively illuminate an object of interest using
a designed pattern. The surface profile of an object is then
recovered by examining the deformation of the projected
pattern. There are two major classes of patterns used in SL:
single-shot patterns that enable reconstruction from a single
image and multi-shot patterns that require more than one
image. Multi-shot patterns require the object to be station-
ary and are mostly used when an accurate high-resolution
surface profile is needed, for example in industrial quality
control. Single-shot patterns are of particular interest as they
enable 3D reconstructions of moving objects making them
applicable in various fields such as body structure analysis,
biometrics, and human-computer interaction, to name but a
few. Among single-shot patterns of particular interest are those
using color as the majority of available projectors and cameras
use color. Such a pattern would enable construction of simple
3D scanners comprised of ubiquitous low-cost components: a
projector, a camera, and a personal computer.

The largest group of single-shot SL methods using color
extends the well-known grayscale sinusoidal fringe patterns
[2]. We divide these depending on the approach to color
processing: (1) available color channels are analyzed in a
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device colorspace (e.g. RGB); and (2) available color channels
are analyzed in a perceptual colorspace (e.g. HSV). In the first
approach fringes having different phases and/or frequencies
are embedded in each of device color channels: Wust and
Capson [3] project same-frequency fringes shifted in phase and
use classical three-step decoding; and Zhang et al. [4] project
multi-frequency fringes and extract both 3D surface and rough
texture as a mixture of object albedo and ambient lighting. In
the second approach most often a sinusoidal fringe is placed
in the value channel and fringes are colored to enable absolute
pattern decoding: Chen et al. [5] color the fringes by changing
color exactly at the maximum of each fringe thus making each
fringe two-colored; Fernandez and Salvi [[6] color the fringes
by changing color exactly at the minima between fringes
thus making each fringe single-colored; and Su [7]] colors
several adjacent stripes using the same color and changes their
maximum intensity to enable absolute decoding. In addition,
we mention grid patterns pioneered by Salvi et al. [8]] and
extended by Kawasaki et al. [9)], which provide additional
robustness compared to sinusoidal fringes as both projector
coordinates are encoded. However, dense reconstruction using
grid patterns requires interpolation as information about sur-
face changes between projected grid lines is lost. For complete
codification of single-shot SL patterns using color, including
Me-arry codes and frequency multiplexing, we refer the reader
to a review by Salvi et al. [10].

Major problems when using color in SL are: ambient
lighting, object albedo, non-equal color channel gains, and
cross-talk between color channels. The color imaging model
of Caspi et al. [11] is sufficient to capture and mitigate all
of the aforementioned effects; however, for the model to
be applicable all of its parameters must be known. This is
difficult in practice as only some parameters are determined
by the projector and camera, while the remaining crucial
parameters depend on object albedo and ambient lighting.
Most of the aforementioned works require a color calibration
to get all parameters of the model. Specifically, to obtain
the parameters describing object albedo and ambient lighting,
partial color calibration must be performed prior to every
imaging to achieve robustness; this fact severely limits the
practical applicability of the mentioned SL methods. There are
approaches that try to avoid this by inferring the missing model
parameters from the data under the assumption of a constant
object albedo [12], [13]. However, such an assumption is
severely limiting in practice. Once the parameters of the color
imaging model are known the color is most often decoded
by analyzing the hue channel of HSV representation [J5]], [9],
[12]], [14]-[16]; a minority of works decodes colors in RGB
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colorspace [17].

In this paper we propose a novel method for dense 3D
reconstruction from a single image using colored SL. The
proposed method is an extension of our previous works [15],
[16]], where we described how to obtain dense multi-shot
reconstruction of static objects and sparse single-shot recon-
structions of moving objects. In [[15] we have introduced the
self-equalizing De Bruijn sequence and in [[16] we have shown
how to apply it to obtain sparse 3D reconstruction from video
using a hybrid approach. However, the previous works are
lacking in the sense that dense 3D reconstruction from a single
image was not achieved, which is the main contribution of
this paper. To summarize, besides using the self-equalizing De
Bruijn sequence which enables removal of ambient lighting,
cancellation of object albedo, and equalization of color channel
gains, the extensions compared to [15], [16] are: (1) the
method enables dense surface profile reconstruction from a
single image; (2) the optimal parameters of the scale-space
Hessian matrix analysis are automatically determined from
the input data; (3) the improved spatial-equalization scheme
allows better recovery of V-channel data; (4) the band-pass
complex Hilbert filter allows accurate spatial phase estimation;
and (5) the robust phase-unwrapping based on direct I,
decoding of De Bruijn windows enables imaging of pure color
objects.

Combining the scale-space Hessian matrix analysis and the
band-pass (BP) complex Hilbert filter is a key improvement
which enables dense wrapped phase estimation and dense
reconstruction of a surface profile. Such an approach to phase
estimation is superior to the existing discrete Fourier transform
(DFT) based methods: phase estimation is localized, which
provides insensitivity to discontinuities, and discretization ef-
fects such as spectral leakage are minimized. Also, the new op-
timal color decoding scheme using L; minimization combined
with spatial-equalization allows robust color decoding, De
Bruijn window identification, and phase unwrapping. Noting
that the De Bruijn sequence of order n is also that of all orders
higher than n, we show how the proposed L, decoding may be
applied to a single color channel thus enabling reconstruction
of pure color objects.

This paper is structured as follows: Section |lI| gives a brief
overview of spatial phase estimation methods. Section [III
presents the proposed novel dense single-shot surface recon-
struction method. Section describes the system calibration
procedure. Experimental results and discussion are presented
in Section [Vl We conclude in Section [Vl

II. A BRIEF OVERVIEW OF PHASE ESTIMATION METHODS

Some of the most common SL patterns are sinusoidal fringe
patterns where the phase encodes the information required for
3D reconstruction. Such patterns differ mostly in the type of
information encoded in phase. For example: the phase may
be directly proportional to the object’s height or depth [18]]-
[20]; the phase may be related to the object’s height above
some reference plane [21]-[23[]; the phase may directly encode
the vertical or horizontal projector planes [6]]. Regardless of
which information is encoded in phase, the essential step of 3D

reconstruction is a phase estimation. The phase estimation in
SL may be classified as either temporal or spatial; the former
estimate the phase from three or more images while the latter
estimate the phase from a single image. We focus on methods
applicable to a single image which may be further classified
as follows: (1) estimation using signal decomposition into in-
phase and quadrature components [24]-[29], (2) least-squares
estimation [20f], [30], [31]], and (3) transform domain methods
using Fourier transform [21]-[23], [32], windowed Fourier
transform [6], [33], [34)], and wavelet transform [35]]. There
also exist other approaches, e.g. using a phase-locked loop
[36].

The signal of interest for SL methods utilizing phase may
be represented as

I(z,y) = A(z,y) + B(x,y) cos(¢(z, y)), ey

where (x,y) are coordinates in the camera image, I(z,y) is
the intensity observed by the camera, A(z,y) and B(z,y)
are jointly describing effects of projector and camera transfer
functions, of object albedo, and of ambient lighting, and where
the phase ¢ carries the information of interest. Therefore, the
problem of spatial phase estimation in SL is the extraction of
the phase ¢(z,y) from the signal of Eq. (I).

Important concepts in phase estimation are the analytic
signal and the instantaneous phase [37]. Let I(x) be a real
valued signal. Then I,(z) = I(z) + jH[I(z)], where H[]
is the Hilbert transform, is the analytic representation of a
real valued signal I(z), and ¢;(z) = Arg(I,(z)) is the
instantaneous phase of I(z). If I(x) is a signal of Eq.
with a fixed y coordinate then the phase ¢ is equal to
the instantaneous phase ¢; only if A and B are constants.
However, in SL both A and B are spatially varying and this
unwanted variation must be taken into consideration.

A. Spatial Domain Methods

The early work describing spatial phase estimation method
was by Toyooka and Iwasa [24]], who consider the phase of
the form ¢ = wox, + ¢, where wy is the carrier frequency
that must be known, z,, is the vertical projector coordinate
(column), and ¢ encodes the object height variation. They
split the image into horizontal scanlines so every scanline is
a 1D signal described by Eq. (I) with a fixed row y. The
scanline is then decomposed into in-phase and quadrature
components. In [24] the authors also show that frequency
filtering sufficiently removes the influence of terms A and
B. The method essentially estimates the phase by computing
the instantaneous phase of the BP filtered analytic signal of
the observed real valued intensity signal for each scanline of
the recorded image. This and similar methods [25]—[29] are
collectively called spatial phase detection (SPD).

Another approach to phase estimation is the least squares
phase estimation. The signal of Eq. (I) is spatially sampled
using sufficient number of samples to utilize the least-squares
approach. For most SL applications the phase is of the form
¢ = woxp + . If the carrier frequency wy is known then
linear least-squares are used; alternatively, if wq is unknown
then non-linear least squares must be used. Least-squares
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approaches to phase estimation are commonly used in digital
phase-shift shadow Moiré topography [20], [31]].

B. Transform Domain Methods

Transform domain phase estimation methods process the
signal in the transform domain using a Fourier or wavelet
basis. In the transform domain there usually exists a clear
separation between the signal of interest ¢ and the unwanted
terms A and B, a fact which simplifies phase estimation.
Additionally, if the phase has the form ¢ = wox, + ¢ then
the carrier frequency wy is easily detectable in the transform
domain, a significant advantage compared to SPD.

The first transform domain method proposed by Takeda and
Mutoh [21]] is based on the Fourier transform (FT). The image
is decomposed into horizontal scanlines on which a FT is
applied. The phase is estimated by selecting a band of positive
frequencies around the carrier followed by the inverse FT of
the selected frequency band only. The inverse FT yields a com-
plex signal whose phase is the desired phase estimate. In the
framework of analytic signals such a procedure is equivalent
to computing the instantaneous phase of a BP filtered analytic
signal corresponding to the observed real valued signal for
each scanline separately. The phase estimation step of [21] is
thus in principle equivalent to SPD of [24]] with an additional
benefit of simpler carrier frequency detection. A review of
Fourier transform profilometry (FTP) methods is given in [32].

Other transform domain methods use the same principle as
FTP while trying to eliminate its shortcomings by extending
scanline processing to full 2D and by replacing the infinite
support Fourier basis with a finite support basis. The extension
to 2D processing enables better suppression of noise and
background. Using a finite support basis enables processing of
images with discontinuities and images where the fringe field
does not cover the entire field-of-view (FOV). Techniques of
interest include the windowed Fourier transform (WFT) [33]],
[34] and the wavelet transform (WT) [38]].

In our opinion a major issue with the current literature
regarding transform domain phase estimation in SL is the
absence of discussion regarding discretization, i.e. all formal
derivations are almost always presented in the continuous
domain leaving the details of actual discrete domain im-
plementations open to interpretation. Although the effects
of discretization are well known in the signal processing
community [39], [40]], the specifics that should be discussed
in the context of SL are the implicit periodicity of the signal
and the spectral leakage. We discuss these topics in Section

III. SINGLE-SHOT DENSE 3D RECONSTRUCTION

We propose a novel single-shot dense surface reconstruc-
tion method using colored SL. The method utilizes the self-
equalizing De Bruijn sequence which is combined with the
sinusoidal fringe pattern so each fringe has one color only. The
pattern’s phase directly encodes either column or row projector
coordinate.

The processing of the recorded image is as follows: (1)
a scale-space ridge detection is performed; (2) based on the

scale-space analysis, the input image is decomposed into opti-
mally placed scanlines; (3) each scanline is spatially equalized
to remove effects of ambient lightning, object albedo, and non-
equal channel gains; (4) from the equalized data the wrapped
phase is estimated using a BP complex Hilbert filter; (5) from
the equalized data the De Bruijn window is decoded using L
optimization; and (6) the phase is unwrapped and the surface
is reconstructed using triangulation. We first describe how to
construct the pattern; the following subsections describe each
of the processing steps.

A. Self-Equalizing De Bruijn Sequence

We construct a self-equalizing De Bruijn sequence as de-
scribed [15]. Briefly, a k-ary De Bruijn sequence of order n
is a cyclic sequence of length L. = k™ over an alphabet of
k symbols in which every subsequence of length n, called
a window, appears exactly once in the cycle [41]. For RGB
colorspace the symbols of the De Bruijn alphabet are all on/off
channel combinations which may be represented as 3-digit
binary numbers; these are black (000, K), red (100, R), green
(010, G), blue (001, B), yellow (110, }4), magenta (101, M),
cyan (011, @), and white (111, ). Pure black and white
symbols are prohibited; therefore, the alphabet over which a
De Bruijn sequence is constructed has k& = 6 symbols. The
self-equalizing constraint requires all channels to span the full
available dynamic range in every De Bruijn window, or, more
precisely [15[: (a) the jth binary digit should attain value O
for at least one symbol in every De Bruijn window and (b) the
jth binary digit should attain value 1 for at least one symbol
in every De Bruijn window; where j € {1,2,3}. The full
De Bruijn sequence is constructed as an Eulerian cycle in the
pruned De Bruijn graph where edges belonging to windows
that do not satisfy the self-equalizing constraint are removed.

The pattern is constructed as follows: let cocy ---cp—1 be
the self-equalizing De Bruijn sequence of length L and let ¢
be a 3-digit binary number. The intensity of the red channel is

- 11 v, —IP
Ir(7p,yp) =Im Z 1R(Cl)(§ -3 cos(?wT)).
=0

1

-rect(% — 5), 2)

where x,, is the projector column (projector width should be
greater or equal to L - P), y, is the projector row, P is the
spatial period of the fringe, I is the maximum intensity, and
[ is the stripe index. The variable z, = z, — [P mod L - P
ensures that rect is periodically extended. The function 15 is
the indicator function of the red channel, i.e. 1z(¢) = 1 if
¢; is 1 in the red channel and O otherwise. Intensities for the
blue and green channels are obtained by replacing the indicator
function 1 () with 15(+) or 15(:).

Comparing Eq. l) to Eq. yields ¢ = 2« M;P,
i.e. the phase directly encodes the column z, and has a
carrier frequency %’T. The V channel of Eq. , defined as
V = max{R, G, B}, is a continuous sinusoid whose phase
encodes the projector column. All channels are coherent in
phase; this property significantly aids in both spatial analysis
and phase estimation.
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(a)
(b)
(c)
(d)
(e)

Fig. 1.
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I

Structured light pattern for n = 3 and k = 6 that contains L = 102 color stripes: (a) shows color pattern; (b) shows red channel; (c) shows green

channel; (d) shows blue channel; and (e) shows V channel of HSV representation.

A construction example: for a De Bruijn sequence of
order n = 3 the full digraph has exactly k" = 63 = 216
edges; after pruning using the self-equalizing constraint
exactly 102 edges remain. One possible sequence is

RMERGEORGNREGCREERBMRBGRBO®RIVGRI BRMBM4BGM-
B G GIUR GBRGUMGBMGUIG GV BNMEBRGBNB Bp4YIB G-
G@YR GBUMBMGUERR for which the pattern is shown
in Fig. [l Note the sequence is of order n = 3 and that
each channel also satisfies the unique window property with
orders ng = 16, ng = 27, and np = 35; this enables stripe
decoding even for pure-colored objects (see Section [[II-E).

B. Scale-Space Ridge Detection

Scale-space ridge detection is a well established tool that
is both robust and insensitive to noise. We combine the
approaches of Steger [42] and Frangi et al. [43]. The ridge
detection is performed on a single channel image which is
obtained as a sum of all color channels. It is comprised of
the following steps: (a) the scales of scale-space analysis are
determined; (b) the Hessian matrix is computed at all selected
scales; (c¢) the modified vesselness measure is calculated from
the eigenvalues of the Hessian matrix; and (d) the ridges
are extracted as the local extrema of the vesselness measure.
The results of the ridge detection are then used to optimally
decompose the image into scanlines.

To determine the scales at which the scale-space analysis
is performed we sum all channels and divide the resulting
image into rows. The power spectral density is estimated
by computing the periodogram [44] of all rows. The first
significant peak in the periodogram is a good estimate of
the carrier frequency; we denote the angular frequency of
the first peak by w,. Similarly to [42], it can be shown
the best scale for the detection of cosine shape ridges is
o =~ 0.45w, where w = f}—’; is the period of the cosine. To
allow for pattern deformation and to improve robustness we
select several additional scales around the optimal scale.

Once scales are selected the Hessian matrix and its eigenval-
ues A1, and A2 o, |A1,0] > |A2,|, are computed at each scale
o. The modified vesselness, an extension of the vesselness
defined by Frangi et al. [43]], is computed as:

(1= exp(~B02, +23.,)) } )

where o, € RT are constants. The modified vesselness
simultaneously extracts both bright color stripes for VV > 0

>\2 o
V =sign(—\ (—a|32e
blgn( 1’0) aminglo'ai{amax{ XP @ )\Lg

a] b

” i

2]

Amplitude

50 25 0 25 50
Distance along line in px

Fig. 2. Example of scale-space analysis and scanline placement. (a) shows
input image; (b) shows vesselness of (a) with ROI marked; (c) shows enlarged
ROI of (b) with marked subpixel ridge positions and one scanline; and (d)
shows amplitudes of color channels along the scanline of (c).

and dark black slits for VV < 0. The constants « and 3 are
automatically chosen to optimize the ridge detection with the
threshold of £0.5 as:

6 2

a=1log(2) and S =27 10g(2)# exp(w ), 4

—
where h is the expected ridge height, w is the expected
ridge width, and o is the scale at which the vesselness map
is computed. We set h equal to the inter-quartile range of
the input amplitudes and w = i—’; is determined from the
periodogram. An example input image and the corresponding
vesselness are shown in Fig. [2[ (a) and (b).

Positions of color stripes and dark slits are extracted as the
local extrema of Eq. (3). The scale-space analysis also provides
orientation of all ridges: the eigenvector associated with the
eigenvalue A; is orthogonal to the local ridge, and may be
used to obtain precise subpixel positions of ridges [42].

Local orientation and precise positioning of the ridges are
essential to the fringe pattern analysis: the input image is
decomposed into scanlines that are orthogonal to the local
ridge direction and that are spanning as many stripes as is the
order of the De Bruijn sequence. Let (20, yo) be the position
of a ridge center and let ¥ = iv, + ju, be a unit vector
orthogonal to the ridge. Decomposing the input into scanlines
means replacing (z,y) of Eq. with z = ¢ + vt and
Yy = yo + vyt, where t € Z is the sample index along the
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scanline. The V channel of Eq. is then transformed into
equidistantly sampled scanlines:

I[t] = A[t] 4+ B[t] cos(a[t]). 6)

The equidistant sampling is the necessary condition for the
phase estimation. It allows the use of a single BP complex
Hilbert filter for phase extraction. The input is in color so the
sampling is performed for each color channel separately. Also,
the input exists on a discrete spatial grid so values at sample
points must be interpolated; we use bilinear interpolation. An
example of scanline placement is shown in Fig. [2| (c) for the
pattern which has w ~ 24 px and for a De Bruijn sequence
of order n = 3; therefore to contain a full De Bruijn window
each scanline must have about n - w ~ 3 - 24 = 72 samples.

Once all scanlines are extracted they are further analyzed
and only valid scanlines are retained. In [[I15] we have intro-
duced spatial invariance conditions which must be fulfilled
for the De Bruijn window to be decodeable. In brief, the
conditions are: (a) the distance d between adjacent color stripes
must be about 0/0.45, where o is the optimal detection scale
selected by Eq. (3); (b) adjacent stripes must be parallel; and
(c) exactly one black slit exists between every two adjacent
color stripes. The conditions of [[15] limit the spatial configu-
ration only and omit limiting the color channel amplitudes. We
extend these conditions to include the signal amplitudes. Let
dr be the dynamic range of amplitudes in the red channel,
dg in the green, and dp in the blue. Then, in addition to
conditions (a-c), for each valid De Bruijn window we require:
(d) the maximum of dg, dg, and dp must be larger than
some threshold Ty; (e) the minimum of dgr, dg, and dp
must be larger than some threshold 7; and (f) the maximum
absolute difference of amplitudes at dark slits must be below
some threshold T';. The conditions (d,e) enable unbiased phase
estimation and color decoding. The threshold 7j; ensures at
least one channel has sufficient dynamic range for phase
estimation; 7y should be set sufficiently large, e.g. around half
of the camera dynamic range. The threshold 7, requires that
all channels contain sufficient information for color decoding;
T, should be set quite small, e.g. around the expected value
of channel cross-talk. The condition (f) ensures the object
albedo is constant within one De Bruijn window under the
assumption of constant ambient light (at black slits only the
ambient lighting is reflected). The threshold 7' should be
small.

C. Spatial Equalization

Once the scanlines are extracted they must be equalized
using the self-equalization property. The aim is to remove
the influence of terms A[t] and Bl[t] of Eq. (5). We perform
two separate equalizations: the first prepares the data for the
phase estimation and the second prepares the data for the color
decoding.

1) Equalization for Phase Estimation: The analysis of
Section yields precise positions of both dark slits and
color stripes. Correlating the positions with the minima and
maxima of the pattern given by Eq. (2) reveals that the
projected intensity (0,0,0) corresponds to the dark slits and

[a]

Amplitude

Amplitude

Amplitude

-50 -25 o
Distance along line in px

25 50

Fig. 3. Equalization for phase estimation for the scanline of Fig. [2} (a) shows
the scanline data with minimum values marked; (b) shows the scanline with
maximum values marked after trends are removed; and (c) shows equalized
scanline after linear scaling of every fringe to [0, 1] interval.

A

Amplitude

Amplitude
S~

Amplitude

-50 -25 o 25 50
Distance along line in px

Fig. 4. Equalization for color decoding for the scanline of Fig. [2] for one
De Bruijn window of length n = 3: (a) shows the scanline RGB data with
marked positions of dark slits; (b) shows the scanline RGB data with one
maximum value for each channel marked after trends are removed; and (c)
shows equalized RGB scanline after linear scaling of maximum values to 1
for each channel.

the projected intensity Iy corresponds to the color stripes
maxima. All color channels are spatially coherent in phase:
the phase of the V channel and the phase of the sum of all
channels are equal. Hence, we equalize the sum of all channels
and not the V channel due to improved signal-to-noise ratio.
The spatial coherence of the color channels prevents the cross-
talk from affecting the phase estimation.

Equalization is done on each scanline by segments. A
segment is a part of the scanline between two adjacent
minima which has exactly one maximum between the two
minima. Equalization transforms amplitudes of both minima
to 0 and of one maximum to 1 and it preserves the structure
of amplitudes in-between. Therefore, it effectively removes
ambient lighting and equalizes the channel gains and object
albedo. This is achieved by subtracting a line interpolated
between two adjacent amplitude minima, which removes the
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Angular frequency (rad/px) Sample index 2
2 o] oo d The wrapped instantaneous phase of the complex signal I, [t]
~ 9 is
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- s L Il ol = atan2 (L) ReLll)). )
2 T ped S O I
g - Y , Y Y y ‘ £ LH Hl W As both h[t] and I[t] have a finite number of samples only
< g a certain central part of the wrapped phase estimate given by
_10d -0.0 Eq. is free of border effects. This effectively places an
-Tt -T/2 0 /2 n -20 -10 0 . 10 2C « .
Angular frequency (rad/px) Sample index upper limit on the order of the filter V.
The desired BP complex Hilbert filter has the central angular
Fig. 5. Design of BP complex Hilbert filter of order 38 for central

frequency wo = 0.316 rad/px and half-bandwidth B = 0.03068 rad/px: (a)
power spectral density showing the band of interest; (b) amplitude-frequency
characteristic of the designed filter; (c) real part of filter impulse response;
and (d) imaginary part of filter impulse response.

trend, followed by linearly scaling the maximum values to
1, which preserves the structure of the signal. Note the line
segments are overlapping only at minima (dark slits) which
are always transformed to 0. The procedure therefore does
not affect the continuity of the signal. Equalization steps are
shown in Fig. 3| Overall, the equalization for phase estimation
ensures the signal amplitudes are limited to [0, 1] interval with
exactly one maximum equal to 1 per fringe.

2) Equalization for Color Decoding: Equalization for color
decoding must be different than the equalization for phase
estimation as color information must be retained. Overall, the
procedure is similar but is performed for each channel over a
group of segments instead of on each segment separately.

A segment is a part of the scanline between two adjacent
minima that has exactly one maximum between the two
minima, where minima and maxima are taken from the sum of
all channels. A group of segments is comprised of n adjacent
segments that form one De Bruijn window. Equalization for
color decoding first removes ambient lighting by removing the
trend for each color channel separately; after trend removal the
values at the positions of the minima of sum of all channels are
0. Then, to equalize for channel gains and object albedo, the
maximum of each color channel on the group of n segments
is linearly scaled to 1. The scaling on the group of n segments
is the key difference that ensures color information is retained.
Equalization steps are shown in Fig. f]

D. Phase Estimation

After equalization the amplitudes of each scanline may be
described by Eq. () with the variation in A and B removed.
The phase may be estimated by computing the analytic signal
directly by using the discrete Hilbert transform [45]. However,
to improve the robustness to equalization errors we limit
the signal to the frequency band of interest. Selecting the
frequency band of interest and estimating the corresponding

frequency wg and bandwidth 2B, which are extracted from the
power spectral density as described in Section The filter
is constructed using the approach of Reilly et al. [39]: (1) a real
FIR filter with the pass-band of [wg—B—wg /4, wo+B—wg/4]
is designed, where wg is the sampling frequency; (2) the
impulse response of the FIR filter is then modulated with
a complex exponential of frequency wg/4 recovering the
frequency shift of wg /4. The FIR filter of step (1) is designed
using the Parks-McClellan algorithm [40]. The desired BP
complex Hilbert filter is therefore an equiripple filter that has
the best-possible suppression in all frequencies outside of the
pass-band for the chosen filter order V.

The filter order N must be even; this ensures the filter group
delay is zero and eliminates spatial shifts in the estimated
phase. The maximum viable filter order N that eliminates
undesired border effects may be computed by counting the
number of samples between maxima in all De Bruijn windows
for all scanlines. Let the minimum distance between two fringe
maxima for all scanlines be M. Then the filter order N is the
first even number larger than or equal to M - 2L”;1J, where
n > 3 is the order of the De Bruijn sequence. The boundary
effects are eliminated as for every scanline the wrapped phase
estimate given by Eq. is needed only for the segment
demarcated by the two minima around the central maximum.
As there are exactly n maxima in one window and as each
scanline has at least M -n samples then the largest filter order
for odd n is M - (n — 1) and for even n is M - (n — 2).

In Fig. [5] we show a typical power spectral density together
with amplitude-frequency characteristic of the designed filter.
The real part of the impulse response is essentially the impulse
response of a BP filter and the imaginary part resembles a
convolution of the impulse response of a BP filter and the
impulse response of the Hilbert transformer.

E. De Bruijn Window Decoding

We propose to decode color in the device colorspace using
an L; metric to select the best possible matching De Bruijn
window. Let wy, , = corpCik - - Cn—1,6, 0 < k < L, be the
string of colors for one of L De Bruijn windows in the SL
pattern. Then ¢; i = (i .k, Gi ks bik)s Tik» Giks Uik € {0,1},
is the color at position ¢, 0 < ¢ < n, for the De Bruijn
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window at position k. Let W,, = CyCy --- Cp,_1 be the
string of observed RGB triplets after color equalization at n
adjacent bright ridges (color stripes). Then C; = (R;, G, B;),
R;,G;, B; <1, is a triplet of equalized channel intensities at
position ¢, 0 < 7 < n, in the observed De Bruijn window. All
colors of W, are then simultaneously decoded by selecting
the window w,, , which is an L; minimizer of

1 R !
arg]:mnEHWn — wnk||1 :argkmlnﬁ Zi:o |R; — 7 k]
+|Gi — gik| + | Bi — bix]. (8)

The proposed decoding scheme is resistant to a certain amount
of noise or to color mismatches caused by cross-talk as all
colors in every window are decoded simultaneously.

Every De Bruijn sequence of order n is also a De Bruijn
sequence of orders k, n < k < L, where L is length of the
sequence. Therefore, the decoding of Eq. (8) should not use
the minimum order n; it must consider all orders between
the minimum order n and some maximum possible order
Nmax, Which is specific for each observed window. Spatial
extension of Eq. up to some maximum order np,, may
be implemented by constructing connections between adjacent
stripes. Recall the result of Section |[II-B| are ridge centers and
their normals. By following the normal direction to adjacent
color stripes on both sides and extending this to include
all stripes that satisfy the spatial invariance conditions of
Section the maximum window extension is achieved
and np, is determined. Then, Eq. (@) becomes

€))

arg min l||T/Vm — wm»’“”p
,M m

where 0 < k < L and n < m < npui. Eq @]) is further
extended to include vertical connectivity of color stripes by
following directions orthogonal to ridge normal. Therefore,
the final color decoding scheme uses robust L; minimization
to decode a bundle of horizontally extended and vertically
connected scanlines.

F. Phase Unwrapping

Phase unwrapping requires combining the wrapped phase
estimate ¢ of Eq. with the position k£ of the De Bruijn
window of Eq. (9). Ideally, as every fringe covers one wrapped
phase interval of [—m, |, the unwrapped phase along one
scanline is

D[t] = [t] + 2km (10)

for indices t selecting the samples of the kth fringe (the sam-
ples between two dark slits around the kth color stripe). The
naive unwrapping of Eq. (I0) does not take into consideration
the discontinuity of the atan2 function. Ideally, the estimate
of Eq. should be exactly O at the positions of color stripes
and should be +7 at the positions of dark slits. However,
the wrapped phase around dark slits is not well-defined and
becomes unstable under minimal noise. Therefore, applying
Eq. in practice always produces 27 unwrapping errors.
To mitigate the unwrapping errors we note the discontinuity
of atan2 may be shifted as needed, e.g. if the wrapped phase
¢ has discontinuities at the unwrapped phase ® = (2k + 1)7

then the shifted phase ¢’ = (¢ +  + # mod 27) — 7 has
discontinuities shifted by x to ® = (2k + 1)7 + x. We rewrite
Eq. (I0) to use positions of both the central color stripe and
of first adjacent left and right dark slits:

(¢[t] mod 27) + (2k — 2)m, left slit
D[t] = < B[t] + 2k, central stripe ,
(¢[t] mod 27) + 2k, right slit

(1)
where the left slit means the sample index t is closest to
the position of the left dark slit etc. Unwrapping of Eq. (T1)
effectively shifts the discontinuity of the atan2 outside of the
spatial interval which is being unwrapped, thus avoiding 27
unwrapping errors.

G. 3D Reconstruction

The unwrapped phase of Eq. (II) directly encodes the
projector’s column x,, (vertical plane). It is retrieved using
x, = P®/(2m), where P is the spatial period of the sinusoidal
fringe in projector pixels. The retrieved projector column z,,
and the coordinates (z,y) in the camera image enable recovery
of the 3D position which is the intersection between the
camera ray and the projector plane.

IV. CALIBRATION

A SL imaging system is comprised of a camera and a
projector in a fixed imaging geometry for which calibration
must be performed. When using color the calibration is often
split into geometric and colorimetric calibration. The goal of
geometric calibration is to retrieve the intrinsic and extrinsic
parameters for the camera and the projector. We have used a
modified method of Moreno and Taubin [46] where the Gray
code SL pattern was replaced by the combination of Gray code
and phase-shifted fringe.

The goal of colorimetric calibration is to retrieve the color
transfer functions for both camera and projector together with
linear channel mixing coefficients using the color imaging
model introduced by Caspi et al. [[11]. A full colorimetric
calibration may be performed using the procedure described
by Juang and Majumder [47] which enables recovery of
the spatially dependent channel transfer functions. For SL
applications the spatial dependency is always dropped and
the channel transfer functions are assumed to be the same
for all camera/projector pixels; this is acceptable if the spatial
variation is sufficiently small. In most of the previous works
colorimetric calibration is used to compensate for channel
cross-talk [[6], [11], [12]], [[17], [48], [49]; only a few works
extend the calibration to linearize channel transfer functions
[3]I, (48]l

Ideally, for the proposed SL pattern both projector and
camera should have pure linear channel transfer functions with
no cross-talk between channels. More relaxed and realistic
requirements are non-decreasing channel transfer functions
and minimal cross-talk. If these are fulfilled then, due to the
properties of the self-equalizing De Bruijn sequence [15]], un-
wanted effects of ambient lighting, object albedo, and unequal
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blue (010, B) cyan (011, [) Fig. 7. Uncalibrated and calibrated SL pattern for Acer X1260 projected on
20 20 a whiteboard and recorded using PointGrey DragonFly2 DR-HICOL camera:
150 150 (a) uncalibrated SL pattern with a horizontal scanline marked in yellow; (b)
scanline of (a); (c) calibrated SL pattern with a horizontal scanline marked in
100 100 yellow; and (d) scanline of (c).
50 50
o 0 o awm w5 w0 1o 20 o Examples of color transfer curves for an Acer X1260

Fig. 6. Color channel transfer functions for Acer X1260 DLP projector for
primary (a-c) and secondary (d-f) colors: (a) red transfer function; (b) green
transfer function; (c) blue transfer function; (d) yellow transfer function; (e)
magenta transfer function; and (f) cyan transfer function.

color channel gains are effectively removed making colori-
metric calibration unnecessary. However, while testing several
consumer-grade projectors we noticed that one-time projector
intensity calibration is required to correct for inconsistent color
intensities.

The key requirement for the self-equalizing property to be
effective is that channel intensities sent to the projector are
not modified by the projector, e.g. the intensity output for the
red channel at the maximum intensity must be the same for
all symbols R, 4, or J. This simple requirement is not fulfilled
by many consumer-grade projectors, especially if they feature
color enhancement technology. most DLP projectors using
Texas Instruments’ BrilliantColor™ [50] consistently output
more lightﬂ in mixed (}4, 4, @) than in pure colors (R, G, B),
a fact which may be attributed to the color wheel of a DLP
projector having additional white, cyan, and yellow segments.
For SL applications such unwanted intensity variations must
be compensated for. Hence, the proposed method requires
one-time colorimetric intensity calibration of the projector
only. It may be performed using any camera. The goal of
projector intensity calibration is to make the maximum channel
intensities equal regardless of which color is projected. To do
this six color transfer functions for R, G, B, M4, |4, and (¢ are
recorded using a white projection board and a color camera.
Using the recorded curves one then finds projector intensities
that minimize the maximum absolute intensity differences at
stripe maxima, thus calibrating the projector.

!Increased light output produces a brighter image which is more appealing
to potential buyers.

DLP projector are shown in Fig. [6} note 62% difference in
maximum intensities of the red channel comparing |4 to R,
45% in the green channel comparing @ to G, and 51% in the
blue channel comparing [¢ to B. Uncalibrated and calibrated
SL patterns for this Acer X1260 are shown in Fig. |7} note
the severe variation in maximum channel intensities in the
uncalibrated pattern is almost non-existent in the calibrated
pattern.

Note that we do not calibrate for cross-talk. After the
intensity calibration the cross-talk from blue to green channel
is largest at about 30%, and from green to both red and blue is
about 23%. This does not present a problem for the proposed
method. The proposed phase estimation is completely insen-
sitive to cross-talk due to spatial coherence. The proposed L,
color decoding is minimally affected by the present amount
of cross-talk due to the high breakdown point of the L,
estimators.

V. RESULTS AND DISCUSSION

All presented experiments were performed using an Acer
X1260 DLP projector, a PointGrey DragonFly2 DR-HICOL
camera, and a Fujinon HF9-HA1B lens. The resolution of both
projector and camera is 1024 x 768. The camera-projector base
distance is ~ 11 cm. The calibration volume is ~ 0.5 x 0.5 x
0.5m. The system is able to reconstruct the depth in a range
from 0.5m up to 5m in the intersection of the camera and
projector view frustums. Besides the color sequence of length
102 described in Section [[II-A| we also used a shorter sequence
of length 42: ER ROMB G G BMYB ROVIGE-

BINGIUGRM.

A. Planar Surfaces

We have reconstructed static planar surfaces, a whiteboard
and three colored checkerboards, in various positions within
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Reconstruction of planar surfaces. In rows: (a) planar surface under ambient and white illumination; (b) planar surface under SL illumination; (c)

vesselness; (d) equalization for phase estimation; (e) equalization for color decoding; (f) wrapped phase; (g) unwrapped phase/projector column. Top-left
shows placements of white surfaces in calibration volume for measurements Ne2-10. For quantitative results see Table [I]

the calibration volume for a total of 19 measurements: mea-
surements N¢1-10 were of a whiteboard; measurements Ne11-
13 were of a 5 x 7 checkerboard; measurements Nel14-16
were of a 10 x 14 checkerboard; and measurements N¢17-
19 were of a 20 x 29 checkerboard. Regarding the distance
from the camera-projector pair: Ne2-4 were placed in front
of the calibration volume; Ne1,5-7,11-19 were placed in the
middle of the calibration volume; and Ne8-10 were placed in
the back of the calibration volume. Regarding orientation of
the planar surfaces: Ne1,2,5,11,14,17 were oriented en-face;
Ne3.6,9,12,15,18 were tilted left; and Ne4,7,10,13,16,19 were
tilted right. For Ne1 we used the sequence of length 102; all
other measurements used the sequence of length 42. For Nel-
10 ceiling lights were on and sunlight was coming through
the window on the left thus affecting planar surfaces tilted
left, e.g. Fig. [§] for Ne9; for Ne11-19 the window blinds were

closed.

All planar surfaces were reconstructed using the proposed
method and using a standard continuous single phase-shifting
method (SPS) at 28 shifts for precise phase estimation.
SPS used the same fringe frequency to enable wrapped phase
comparison. Quantitative results taking SPS as the ground
truth are listed in Table [l columns g and x4 (location and
concentration of von Mises distribution) describe the wrapped
phase error ¢ — ¢sps; columns p,, and o., describe the
projector coordinate error x, — Tp sps; column RMSE is the
root mean square error of a model plane fitted to the 3D data;
and column % decoded is the percentage of pixels where SL
illumination was successfully decoded compared to SPS. Note
that o, is high for some positions due to a small percentage
of outliers; most were caused by directly reflected projector
spotlight. Fig. [8] shows intermediate results for six selected
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Examples of 3D reconstruction for human faces and real-world objects. In rows: (1) face or object under white illumination; (2) face or object

under SL illumination; (3) wrapped phase; (4) unwrapped phase/projector column; (5) front-view of reconstructed 3D surface; and (6) rotated/side view of

reconstructed 3D surface. For quantitative results see Table

positions. The direct illumination from the window does not
affect the reconstruction for N29. The checkerboards of 10 x 14
and 20 x 29 squares do not fulfill the spatial invariance
conditions but are successfully reconstructed if the threshold
T is relaxed. The strong edges between the colored squares
negatively affect ridge extraction.

B. Human Faces and Real-World Objects

We have recorded human faces and real-world objects to
demonstrate the versatility of the proposed method: (A) a
female face; (B) a male face; (C) a colorful beach volley-
ball; (D) a colorful beach volley-ball with text; (E) a plaster
reproduction of female head; and (F) a textured male man-
nequin head. Human faces were recorded using the sequence
of length 102; real-world objects were recorded using the
sequence of length 42. Reconstruction results are shown in
Fig.[9] Note that all reconstruction are dense. This property is
more clearly demonstrated in Fig. [T0] which shows a depth-
colored point cloud of (A). most of the classical SL approaches
using De Bruijn sequences produce sparse reconstructions
which contain only the stripe maxima.

Fig. 10. Unfiltered point cloud of female face (A). Facial points are colored
according to the distance from the camera; background points are gray. Centers
of color stripes are marked red. The centers correspond to the standard De
Bruijn SL coding; note the significantly higher number of points obtained
using the proposed single-shot method.

Copyright ©2016 IEEE. Personal use is permitted. For any other purposes, permission must be obtained from the IEEE by emailing pubs-permissions @ieee.org,


mailto:pubs-permissions@ieee.org
http://dx.doi.org/10.1109/TIP.2016.2603231

This is the author’s version of an article that has been published in this journal. Changes were made to this version by the publisher prior to publication.

The final version of record is available at

T. PETKOVIC ET AL.: SINGLE-SHOT DENSE 3D RECONSTRUCTION USING SELF-EQUALIZING DE BRUIJN SEQUENCE

TABLE 1
QUANTITATIVE RESULTS FOR PLANAR SURFACE RECONSTRUCTION.

\ Mo ” By Oy RMSE %
[rad] [px] [px] [mm] decoded
1 0.011  21.98 0.142 10.91 1.398 96.99
2 0.013 50.25 —0.451 18.72 0.408 89.62
3 0.003 2294 —-1.368 37.61 0.545 77.20
4 0.019 63.31 0.070  0.505 0.388 87.38
5 0.009 5548 —0.666 23.97 0.560 92.57
6 0.003 42.15 0.016 3.915 0.749 92.69
7 0.008 57.77 0.038 0.555 0.470 89.74
8 0.001 66.37 —1.418 28.15 1.019 94.64
9 —0.006 64.08 —0.341 22.10 1.277 80.67
10 0.005 37.82 0.034 1.163 0.744 95.76
11 0.018 29.18 —0.427 17.08 0.978 81.05
12 0.002 26.45 0.004 2.861 0.992 83.18
13 0.008  19.40 0.039 1.228 0.891 83.82
14 0.026 16.23 —2.723 38.30 1.105 80.49
15 0.009 17.11 —0.001 3.674 2.351 79.54
16 0.022 14.54 0.553  5.875 7.247 81.51
17 0.021 10.33 —1.111 23.12 2.332 74.95
18 0.014 13.19 —-0.118 5.623 2.866 75.91
19 0.008 11.78 0.043 5.312 1.612 79.69

Fig. 11. Pure color surfaces: (a) a detail of the input image for the volley-ball
(C); (b) equalization for color decoding. Note the colors are unrecognizable
in (a) and are recognizable in (b) after equalization.

The human faces (A) and (B) reflect light in all channels and
are less difficult to reconstruct. The beach volley-ball (C,D)
is significantly harder to reconstruct as it contains pure colors
and even text for (D): the reconstruction is possible only due
to the proposed color decoding of Eq. (9) which maximally
extends each De Bruijn window. Another problem for pure
colored surfaces is cross-talk which is not compensated for
in the current method. The effect of cross-talk is visible in
Fig. [[} note in (b) how equalized colors are shifted toward
white. The fine surface texture of the plaster female head (E)
introduces significant noise into the estimated phase which
manifests itself as a rippling of the reconstructed 3D surface.
This problem is even more pronounced for the last object, a
mannequin head (F), where the quite dark surface and fine
white-streaked texture affect both the wrapped phase estima-
tion and the color decoding: the wrapped phase estimate is
even more noisy than (E). Nevertheless, the proposed method
provides quite satisfactory results. We note that the mannequin
head (F) is darker than any natural human skin color and is
therefore a good indicator about results for dark skin colors.
Quantitative results are shown in Table In addition to

http://dx.doi.org/10.1109/TTP.2016.2603231

TABLE I
QUANTITATIVE RESULTS FOR FACES AND REAL-WORLD OBJECTS.

Id He Ko My, Oxy % %
[rad] [px] [px] Ay, <1 decoded

(A) 0.057 7.989 —0.168 17.11 96.15 90.11
B) —0.050 8.139 0.455  28.62 95.30 87.25
©) 0.008 12.01 0.100  28.42 96.45 76.06
(D) 0.008 10.01 1.540  29.82 93.25 78.48
(E) —0.010 14.77 0.388  10.25 93.46 82.07
(F) —0.005 7.837 —0.280 36.72 87.74 77.84

parameters described for Table |I| we also list the percentage
of points whose projector column error A, = |z, — 2 sps|
is less than 1 px; note this value is about 90 %, therefore the
majority of points are inliers and o, is only large due to the
small number of non-filtered outliers.

C. Discussion

The proposed method has several strong advantages com-
pared to other approaches to single-shot SL reconstruction:
(1) the imaging geometry is not constrained; (2) the self-
equalizing De Bruijn sequence removes most problems caused
by using color; (3) the proposed color decoding scheme
enables reconstruction of pure-colored objects; (4) the pattern
is not sensitive to projector and camera blur; and (5) the
proposed complex BP Hilbert filter is a better phase estimator
than DFT based methods. The following sections discuss these
aspects of our new work in more detail. We also discuss
differences compared to a random-dots pattern.

1) Imaging Geometry: In the proposed method the phase
directly encodes the projector row (or column) thus reducing
the 3D position recovery to a simple triangulation between
projector planes and camera rays. In FTP methods [21]],
[32]] the object’s depth is recovered using a phase-to-depth
conversion formula which requires at least one reference plane
to be recorded during the system calibration. Furthermore, the
phase-to-depth conversion formula is valid only for crossed-
optical-axes or parallel-optical-axes imaging geometries. Such
restrictive imaging geometries may be difficult to achieve
if standard consumer-grade equipment is used. In contrast,
the proposed method only requires a common FOV between
projector and camera.

2) Equalization: The purpose of equalization is to remove
the influence of terms A and B in Egs. () and (5). Previous
works proposed alternative data transformations with the same
purpose. For example, in [[12] the V channel is modified to
max (R, G, B) — min(R, G, B) partially suppressing ambient
light for better color detection and in [51] a quadrature
transform is used to remove amplitude variation of gray data
for better phase estimation. Such approaches are quite general
and do not impose a specific constraint on the SL pattern itself
which would make the task simple. Our previous work [[15]]
imposed the self-equalizing constraint which enables removal
of spatial variations in A and B. We extended [[15] by noting
that a significant difference exists between equalization for
phase estimation and for color decoding: for phase estimation
we equalize each fringe separately, while for color decoding
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we must equalize a group of adjacent fringes. This difference
makes the spatial invariance conditions of [15] different for
the two tasks: the color detection requires larger spatially
invariant patches having the same albedo compared to the
phase estimation. We stress the fact that the channel cross-
talk does not affect phase estimation at all due to spatial phase
coherence of the proposed pattern. The channel cross-talk only
affects color decoding, but undesired effects are mitigated by
the proposed robust L; color decoding.

3) Color Decoding: The reconstruction of pure color ob-
jects is a huge advantage compared to previous works. Equal-
ization and the proposed color decoding scheme enable re-
construction of pure-color objects if the De Bruijn windows
are extensible to some minimum size required for unique
decoding. As noted in Section [IlI-A] each color channel of
a De Bruijn sequence of order n is also a De Bruijn sequence
of an order higher than n. Therefore, pure-color objects are
reconstructible if the decoding window is extensible to the
order of a particular color channel. Fortunately, common real-
world objects seldom have pure red, green or blue patches
and may be recovered even for smaller window sizes as there
is always some information present in other channels. This
property is clearly demonstrated in Fig. [9 for objects (C,D).

The proposed color decoding may seem similar to the
dynamic programming (DP) approaches of [12f], [17], [49].
Most DP approaces require an assumption of depth-ordering,
or monotonicity: the color code cannot repeat iteself more
than once in each scanline. The proposed decoding has no
assumption about non-repetition of the color code along each
scanline and will therefore succeed even in situations where
DP fails.

4) Projector and Camera Blur: A colored sinusoidal fringe
is robust to projector and camera blur: the phase and color at
fringe maxima are only affected under severe blurring. This
property enables the use of consumer-grade projectors, includ-
ing short-throw projectors, which have quite narrow depth-
of-field. For example, the SL pattern was blurred for planar
surfaces in the front (Pos. 2-4) and in the back (Pos. 8-10) of
the calibration volume without affecting the 3D reconstruction.
Other methods of encoding fringe order such as that of Zhang
et al. [52]], who combine a sinusoidal fringe with a speckle
pattern, and that of Budianto and Lun [53]], who embed texture,
may be significantly affected if the pattern is blurred.

5) BP Hilbert Filter vs. DFT: In the continuous domain the
phase of Eq. (I) is estimated for each row separately. In FTP

¢(t) = Arg(ICTFT[CTFT[I()]H()]),  (12)

is used and in SPD

o(t) = Arg(I(t)  h(t)) = atan2(I(t) * ho(t), I(t) * hy(t)),

13)
is used, where ¢ is a continuous coordinate describing the cam-
era column, H () is an ideal BP filter in positive frequencies
only, and h(t) = hy(t) + jho(t) is a complex filter which
decomposes I(t) into band-limited in-phase and quadrature
components. Both methods are conceptually the same when
analyzed in the continuous domain: if h(t) O—e H(R2) is a
Fourier transform pair then SPD and FTP produce the same
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DFT72: (a) all-pass AF characteristics; (b) band-pass AF characteristics for
wo = 0.2618 rad/px and B = 0.03 rad/px.

results. However, differences appear when actual implementa-
tions are compared in the discrete domain.

In FTP Eq. (T2) is usually discretized by replacing CTFT
with DFT 5, where N is the total number of samples in one
row. Such replacement introduces errors in phase estimation
due to the circularity of DFT [40] and due to the spectral
leakage in the negative frequencies [39]]. Effects of circularity
will be negligible if I(¢) has minimal discontinuity between
outermost left and right samples. This may be achieved by
using a dark background which produces wide dark borders
in the image, or by using full-field imaging. Effects of spectral
leakage in negative frequencies are significant for small orders
N of DFTy and decrease as IV increases. In practice they are
non-existent in full-field FTP where N is large, but may be
significant if the signal has discontinuities (due to shadows)
or if WFT analysis on short windows is used.

Discretization of Eq. (I3) in SPD is usually done by
sampling h(t). Such discretization has fewer side effects than
replacement of CTFT with DFT . however, sampling h(t)
directly is not the best approximation of Eq. (I3), a fact long
known in the signal processing community [40].

The approach we propose, using a BP complex Hilbert filter,
approximates Eq. (I3) in the discrete domain in the minimax
sense. It is an optimal approximation and therefore produces
superior phase estimation results, especially under windowed
analysis with a low number of samples per scanline, as is the
case for the proposed method. This is easily demonstrated by
comparing the ideal amplitude-frequency (AF) characteristics,
which is 1 in the band of interest and zero everywhere
else, to the proposed BP complex Hilbert filter and to the
classical approximation of Eq. (I2) using DFTy. Fig. [I2]
shows AF characteristics of the proposed BP Hilbert filter
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and of using DFTy for phase estimation for a pattern with
parameters n = 3, w = 24px, wy = 0.2618rad/px and
B = 0.03rad/px, which allows for filter order 48 for the
proposed method and N = 72 for DFT7,. Note the chosen
wp exactly matches one of DF'T75 frequencies, something that
would be difficult to achieve in practice. In Fig. (a) all-
pass (AP) AF characteristics are shown: compare the uneven
suppression of AP DF'T'75 to the equiripple suppression of AP
Hilbert filter in negative frequencies. In Fig. [I2] (b) BP AF
characteristics are shown: note the significant spectral leakage
of BP DFT75 compared to BP Hilbert filter.

6) Comparison with Random-Dots Pattern: The random-
dots pattern is a popular choice for single-shot 3D reconstruc-
tion and is used in today’s consumer depth cameras such as
Microsoft Kinect, ASUS Xtion, and Intel RealSense. Such
devices operate using the projected-texture principle [54]: a
projector illuminates the scene with a random-dots pattern;
the acquired image is matched against the reference image(s)
taken in advance using stereo-matching. Most often an infrared
illumination is used to make the projected pattern invisible
to humans. The main advantage of a random-dots pattern is
computational simplicity of depth retrieval.

The random dots pattern is not smooth in intensity and
is negatively affected by blurring. To mitigate against such
blurring in practice a projector whose depth-of-field is larger
than the depth range of the device must be used, e.g. a
laser projector. Consumer-grade low-cost projectors which use
visible light have quite narrow depth-of-field and are therefore
a poor match for random-dots pattern. Our proposed pattern
does not suffer from blurring effects as discussed in Section

V-C4

VI. CONCLUSION

We have proposed a novel single-shot SL. method combining
a self-equalizing De Bruijn sequence, scale-space Hessian
matrix analysis, and BP complex Hilbert filter. Although it
is well known that De Bruijn patterns provide relatively low
density of 3D reconstruction whose resolution is limited by
the number of color stripes, our method provides a very
dense 3D reconstruction. Compared to the upper bound of
reconstructing every camera pixel, which may be achieved
by time-multiplexing SL strategies such as SPS, the proposed
method performs exceptionally well reconstructing between
80% and 90% of points. Equally important, about 90% of
the reconstructed points have error in the recovered projector
coordinate of less than 1px compared to time-multiplexing
SPS. The proposed method is extremely robust to object color.
It is able to reconstruct even pure colored surfaces regardless
of the general expectation that color patterns are usable only
for relatively pale surfaces.

In our previous work [16] we have shown how to obtain
dense reconstruction of static objects and sparse reconstruction
of dynamic objects, including how to decompose a video
frame into static and moving objects and how to apply the
corresponding 3D reconstruction methods. Since this work
proposes a method to obtain a dense reconstruction of dynamic
objects as well, altogether it leads to a new framework for
dense 3D reconstruction of video sequences.
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