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Statistics and machine learning (1/2)

*statistics == (traditional) data models

* Traditional statistical (data) models
* interpretable coefficients with Cls
* inferences about the population: testing

* Machine Learning (ML) models

* optimizes the generalization error (prediction
accuracy) via cross-validation

e can handle unwieldy amounts of variables
* usually assumption-free => flexible

* Hard to compare in a quantifible way
e often compared exclusively in terms of prediction

nature methods

POINTS OF SIGNIFICANCE

Statistics versus machine
learning

Statistics draws population inferences from a
sample, and machine learning finds generalizable
predictive patterns.

[1] D. Bzdok, N. Altman & M. Krzywinski, 2018



*Hidden/Extra

A few examples: comparison of (linear) Cox models to ML models

scientific reports

W) Check for updates.

Explainable machine learning
can outperform Cox regression
predictions and provide insights
in breast cancer survival

Arturo Moncada-Torres'™, Marissa C. van Maaren'?, Mathijs P. Hendriks'?,
Sabine Siesling’? & Gijs Geleijnse®

QOur results showed that in the data at hand, ML-based approaches are capable of performing as good as a
conventional CPH model or, in the case of the XGB model, even better. However, this comes at the cost of an
increase in complexity/opacity. ML explainability techniques have arised as a solution for this issue. They can
help us generate an explicit knowledge representation of how the model makes its predictions. In our case, SHAP
values showed that the key difference between CPH’s and XGB's performance can be attributed, at least partially,
to the latter’s ability to capture data nonlinearities and interactions between features, which can have important
contributions to the outputs. Moreover, it does so automatically and without any additional effort required by
the researcher. Furthermore, SHAP values also allowed us to investigate the impact of specific features on the
model predictions, which can be a complex task even for experts. This type of modelling frameworks could
speed up the process of generating and testing new hypothesis on new (NCR) data, which could contribute to
a rapid learning health system.

There is a growing body of literature that shows how cancer patients, clinicians, epidemiologists, and research-
ers in general can benefit from ML techniques. However, in order to bring these solutions closer to the clinic,
users need to be able to trust these novel approaches. We believe that ML explainability techniques, especially
those with a solid theoretical background behind them (like SHAP values), are key to bridging the gap between
everyday clinical practice and ML-based algorithms.

*t-test for CV results (optimistic variance
estimation), Cox model is simply fit to the data
(no interactions or transformations) and
treated as a ML model

Physica Medica

Volume 82, February 2021, Pages 295-305

Original paper
A deep survival interpretable radiomics model
of hepatocellular carcinoma patients

Lise Wei® 9, =, Dawn Owen ®, Benjamin Rosen *, Xinzhou Guo ©, Kyle Cuneo *,

~—

Theodore S Lawrence ?, Randall Ten Haken 2, Issam El l“-laqgd

The DNN based models (individuals and combined) outperformed
those of the Cox based models, showing superiority of the DNN based
approach in modeling non-linear, complex relationships. Although the
raw imaging based individual models performed worse than the clinical
models, they are still significantly better than random. One possible
reason of the low predictive power of the imaging features might be the
lack of good soft tissue contrast in CT, low signal to noise ratio, etc. To
improve the raw image CNN model performance, different strategies
were applied, such as transfer learning, it turns out the performance
were all pretty similar. Thus, we used the basic CNN structure for the CT
image data. We also used random crop to augment the CT image input
network.

Zhang et al. BMC Medical Imaging (2020) 20:11

https/doi.org/10.1186/512880-020-0418-1 BMC Medical Imaging

RESEARCH ARTICLE Open Access

CNN-based survival model for pancreatic ")
ductal adenocarcinoma in medical imaging

updates
Yucheng 7hang'”, Edrise M. Lobo-Mueller*, Paul Karanicolas®, Steven Gallinger”, Masoom A. Haider'”* and
Farzad Khalvati'”*%"

Results: The proposed CNN-based survival model outperformed the traditional CPH-based radiomics approach in
terms of concordance index and index of prediction accuracy, providing a better fit for patients’ survival patterns.

Conclusions: The proposed CNN-based survival model outperforms CPH-based radiomics pipeline in PDAC

prognosis. This approach offers a better fit for survival patterns based on CT images and overcomes the limitations

of conventional survival models.

The CPH-based survival models can help clinicians
make more personalized treatment decisions for individ-
ual patients. Traditional CPH models assume that the
independent variables make a linear contribution to the
model, with respect to time [13]. In many conditions,

*no statistical testing, Cox model is simply fit to
the data (no interactions or transformations)
and treated as a ML model

*no statistical testing, Cox model is simply fit to

the data (no interactions or transformations)
and treated as a ML model



Statistics and machine

* The difference between the two
is not as clear-cut
e can they switch roles?
* Antagonisms: /
e accurate information vs.
interpretability
* interpetability (reliability) vs.
black box prediction i

earni

Statistical Science
2001, Vol. 16, No. 3, 19

ng (2/2)

Statistical Modeling: The Two Cultures
[2] L. Breiman, 2001

aps

[3] Tal Yarkoni, Jacob Westfall, 2017

9-2:

Choosing Prediction Over Explanation
in Psychology: Lessons From Machine
Learning

natre . .
machine intelligence

PERSPECTIVE

epsHolone 1O 42256 1500484
Stop explaining black box machine learning
models for high stakes decisions and use
interpretable models instead

—

[4] C. Rudin, 2019




Survival analysis

 An approach to analyzing the duration of time until an event occurs
* events: death, organ failure, system failure, customer loss, job retention, ...
 domains: medicine, engineering (reliability), social sciences, ...

Treatment=A Treatment=B

* Specifics of survival analysis
* censorship: time-to-event variable is not fully known a -------------------------- T
* analysis via the survival and hazard functions Foz e oo

0 12 24 36
Time
Number at risk (number censored)

100 (0) 75 (7) 49 (16) 24 (24)
100 (0) 83 (6) 70 (11) 54 (18)

* Most commonly used:
* Kaplan-Meier survival function estimator (nonparametric)
* Cox proportional hazards model (semiparametric; linear regression for survival)

48

3(36)
29 (57)
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Survival and hazard functions

S(t) = PUT > t}) = ft " fw) du = 1— F(b).

R(t) — R(t + At)

h(t) - iiiln At - R(t)
f(t) = =S'(t)
A(t) = —% log S(t)

Cox PH model

A(t|X;) = Ao(t) exp(Br Xit + -+ - + BpXip)

= Ao (t) exp(X; - B)
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Accelerated failure time model
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Survival prediction (1/2)

High Bias Low Bias
Low Variance High Variance
- ----—= oo -

* machine-learning (ML) based approach
* focus on prediction over interpretation

Test Sample

Prediction Error

* designed to generalize on unseen data Trabing Sample
* regularization techniques to tackle overfitting — —
* crossvalidation for model selection and evaluation Model Complexity g
* evaluated using the concordance index S lner, - Lysy, - 65
e the ratio of correctly-ordered pairs to comparable pairs: C-index = ?Z 1 5.
i,j ~L5<Ti " Uj

* often treated as a classification problem
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Survival turned to classification

LATE BREAKER ARTICLES

Multicenter Comparison of Machine Learning Methods and
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Survival prediction (2/2)

* CoxNet (regularized Cox PH model)
e gradient boosting methods o aer b likelinoos —
(] XG BOOSt S— (dlﬁg f’s) (C_index) 0,

* neural nets (e.g., DeepSurv)

* random survival forests ‘
e survival support vector machines (SSVMs) ,K FANGVAN >\. ,K >\,

EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEE

RESULT-1 RESULT-2 RESULT-N
|—>| MAJORITY VOTING / AVERAGING | 4—|

e others (variational clustering, MCMC, ...) |

FINAL RE SULT
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I e n Xt ra Survival regression with accelerated failure time model

in XGBoost

Reqgularization Paths for Cox's Proportional T -
. . Simon, N., Friedman, J. H., Hastie, T., & Tibshirani, R. vinasn barnwal unsu Cho
Haza rdS MOdEI Via Coord | nate Desce nt (2011). Regularization Paths for Coxs Proportional Hazards Stony Brook University NVIDIA

Model via Coordinate Descent. Journal of Statistical avinashbarnwall23@gmail.com phcho@nvidia.com

Software, 39(5), 1-13. https://doi.org/10.18637/jss.v033.i05 Toby Hocking Published as a conference paper at ICLR 2022

Noah Simon, Jerome H. Friedman, Trevor Hastie, Rob Tibshirani

Northern Arizona University
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Survival data in liver transplantation

* Orthotopic liver transplantation (OLT) — surgical procedure where
diseased liver is replaced with a healthy liver from a live/cadaveric
donor

e Vital surgical indication; various etiologies

 Survival data:
* recipent data
* donor data/graft data

* Applications:

* imaging assessment
waitlist dropout assessment
 survival analysis — risk factor analysis
* donor-recipient matching/donor allocation policies
prognostic models - clinical decision making tool




Machine-Learning-Assisted Donor-Recipient Matching
for Orthotopic Liver Transplantation

lyear | 3years | 5years | Overall

* 656 patients who underwent OLT _
Survival Rate | 74.8% 55.2% 20.3% -
from Mar 2013 — Dec 2018 at CemsorshipRate | 15.9% | 35.5% | oa.6% | 7L6%
University Hospital Merkur, Zagreb Survival Median 629 days

Donor | age, weight, height, BMI, sex, blood type, anti-HBc,
° 24 d d « . t . b I — variables steatosis, sodium, CRP, ALT, GGT, bilirubin, CIT
O n O r a n rec I p I e n Va rl a es - Recipient | age, weight, height, BMI, sex, blood type, MELD,
variables cardiac arrest, pancreas, diagnosis
[ 1 Missing steatosis (125), CRP (46), bilirubin (24),
CoxNet, Random Survival Forest, lsing | seatosls (125), CRP (4) bilrubin (2
gradient boosted trees, Survival
S u p p O rt Ve Cto r M a C h i n e S SHAP Values Averaged over Test Folds for the GBT Model bigh
Steatosis — . - .-
Uno-Estimated Concordance Index for All Models R. age + .
. E‘?—l:ml D. weight . -+—----
| “ D. Na e - o
D. age - - E
SV D. BMI = %
% R. BMI e £
RSF MELD *—_ -
D. ALT o o
Dx: AC —
GBT 1
-0.5 0‘0 0.5 1.0 1‘5 2.0 215 3‘0 tow

SHAP value (impact on model output)




Use of ML models for identification of predictors of
survival and tumour reccurence in patients undergoing
LT for hepatocellular carcinoma

)
5(t) (%)
)

170 patients who underwent OLT

from Mar 2013 — Dec 2018 at : :
University Hospital Merkur, Zagreb = ... f- o
34 donor and recipient and tumour SRS
ifi » AFP ==
specific parameters P
. . . /1 R-age
Kaplan Meier:recipient, graft, HCC CoxPH 7 NR
reccurence | Dy
« AFP—
Cox proportional hazards, CoxNET, * Number of TACE
RSF, SSVM, survival gradient boosting
METHOD p= CoxN ET (regularization) ]
CoxPH 0.52 :E:Sip -
CoxNet 0.62 /o S
Survival random forest 0.72 : gllrfalit steatosis ’ -
Survival support vector machine 0.70 I
Survival gradient boosting 0.60




Our experience in terms of statistics and ML

° StatIStICS Can handle Inference Uno-Estimated Concordance Index for All Models
* what about prediction?

BAR
CoxNet - ET-DRI

* (Regularized) Cox is often quite good ssvm- }_“ |

|
* and it’s interepretable!

* what when it is significantly worse? -—

model

RSF l

|
. e o GBT A ’
* ML in medicine !
ML outperforms statistical models 045 050 035 080 05 070 075
* but: lack of reliability

* how to move forwards?



Conclusion

e Statistical models makes inference about a population
* ML models extract generalizable patterns more efficiently

* Not clear:
* are accurate predictions compatible with interpretability?

* can explanations of ML models sometimes be more informative than statistical
interpretation?

* Adapt to the problem and the data:
 an interdisciplinary approach

* |[n the case of liver transplantation:
* we use statistical models for inference about our population
* we use ML to get accurate predictions of survival (donor allocation)
* plenty of work to do in producing both accurate and reliable models



Ehe New Nork Times

Noam Chomsky: The False Promise
of ChatGPT

March 8, 2023

Perversely, some machine learning enthusiasts seem to be proud
that their creations can generate correct “scientific” predictions
(say, about the motion of physical bodies) without making use of
explanations (involving, say, Newton’s laws of motion and
universal gravitation). But this kind of prediction, even when
successful, is pseudoscience. While scientists certainly seek
theories that have a high degree of empirical corroboration, as the
philosopher Karl Popper noted, “we do not seek highly probable
theories but explanations; that is to say, powerful and highly
improbable theories.”

[5] Noam Chomsky et al., 2023

nature

Article

Highly accurate protein structure prediction
with AlphaFold

Accelerating scientific discovery

AlphaFold can accurately predict 3D models of
protein structures and is accelerating research
in nearly every field of biology.

AlphaFold Experiment

[6] John Jumper et al., 2021



Thank you!

ivan.stresec@fer.hr; miran.bezjak@gmail.com; bojana.dalbelo@fer.hr
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