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Abstract - There are various approaches to executing 

security breaches which are nowadays massively occurring 

in electronic communication environments, and phishing 

attacks are one of the most applied ones. A vast majority of 

phishing attacks are initiated using electronic messages, 

which attackers utilize to direct users to harmful or fake 

websites, to infect computers or to obtain personal or 

sensitive data for malicious purposes. Consequently, it is 

necessary to identify phishing messages in order to provide 

suitable user protection. Research and numerous studies 

have included machine learning algorithms and techniques 

from the field of artificial intelligence which predominantly 

depend on language-specific datasets and characteristics of 

phishing messages, and which have demonstrated to be 

effective for extracting critical information and for data-

driven decision making. However, phishing datasets exist 

mainly for the English language. The aim of this paper is to 

present an information extraction pipeline that encompasses 

phases, such as corpus pre-processing, generating 

predictions of phishing messages using selected machine 

learning algorithms, along with a basic analysis, confusion 

matrices and evaluation scores for Croatian phishing 

messages. This type of key information can be used for 

teaching in higher education, e.g. in security-related courses 

or subjects that deal with artificial intelligence, machine 

learning, big data analysis, computational linguistics etc. 

This is essential as it can provide deeper insights into 

phishing attack strategies and potential countermeasures.  
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I. INTRODUCTION 

In a phishing attack, which is a form of social 
engineering [1], an attacker assumes the identity of a 
trustworthy party in order to trick a victim into exposing 
sensitive data, private or financial information [2].  

The effort to identify and prevent phishing attacks on 
individuals and companies is known as phishing detection. 
Phishing detection is a vital component of information 
security, and without adequate identification and 
prevention procedures, a phishing attack might result in 
data breaches, financial loss and reputational harm [3]. 

Protecting against these attacks requires setting up 
strong security measures and training people in how to 
spot and deal with phishing. However, identifying 
phishing attacks is not easy, since there are numerous 

challenges brought on by linguistic complexity and 
diversity, as well as technical and technological issues. 

Moreover, to make phishing messages seem very 
authentic, attackers also known as “phishers” [4] 
frequently use sophisticated terminology and techniques, 
such as misusing official branding and logos of reputable 
companies and other organizations [5]. In order to further 
boost the persuasiveness of their messages, attackers also 
tend to imitate the language, style and tone of a known 
sender.  

This makes it harder for automated security systems to 
identify attackers and to discern between phishing and 
legitimate messages [6], especially if they lack the 
linguistic knowledge or contextual awareness needed in 
order to properly examine the messages’ content. 

When it comes to countermeasures, machine learning 
can be an effective tool for detecting phishing messages, 
as it enables automatic identification and classification [7]. 
Machine learning algorithms can accurately determine the 
difference between phishing and authentic messages [4], 
especially when trained with domain-specific data and 
after applying model fine-tuning. 

In order to assess and prevent phishing attacks, special 
datasets, so-called digital corpora, are needed for training 
machine learning models [8]. The quality and volume of 
datasets have a significant impact on the performance of 
security systems that are based on such models.  

Furthermore, a dataset that truly reflects the variety of 
popular phishing methods and strategies is essential for 
phishing detection [9]. That means that such datasets 
should contain large amounts of phishing e-mails, texts, 
and web pages, along with examples of authentic 
messages to serve as a comparison. It is important that the 
dataset accurately reflects real examples, so that the model 
has enough information and context in which it will be 
applied [10]. 

Nevertheless, machine learning is not an infallible 
method for detecting phishing. Machine learning models 
are susceptible to errors [11], particularly when the 
training dataset is not diverse enough or when the model 
is not adjusted correctly.  

Therefore, it is crucial to have a dataset that is fairly 
large for the model to generalize well to observations that 
were not seen during model training. In order to prevent or 
reduce bias toward one output class (also known as label) 



during model training, the dataset should be balanced, 
meaning that it should contain an equal number of 
phishing and non-phishing messages. Additionally, it 
should be tagged by domain specialists or security experts 
who are knowledgeable about phishing strategies. This 
will increase the validity of the labels and, consequently, 
the quality of the corpus. 

The paper is organized in the following way. In the 
Introduction section the authors present a vital topic in 
information security, i.e. phishing and potential 
countermeasures. The second section states the motivation 
for conducting this research, whereas the third section 
presents related work and relevant research on datasets 
and machine learning algorithms for detecting phishing 
messages. The fourth section deals with ensemble learning 
methods, which is followed by the research section which 
presents all results and discusses important findings. 
Finally, in the last section conclusions are given with 
regard to research outcomes. 

II. MOTIVATION 

Information extraction deals with applying natural 
language processing methods to automatically extract 
essential details from text documents [12]. These methods 
are language dependent and focused on the domain of the 
text. Machine learning, on the other hand, is fast and 
language independent, and can been used in order to 
facilitate the process of information extraction. Machine 
learning algorithms have proven to be effective for 
extracting critical information and making data-driven 
decisions.  

Nevertheless, they primarily depend on language-
specific and high-quality datasets, and characteristics of 
phishing messages that need to be representative, diverse 
and labeled in a correct way. Model performance directly 
depends on the features and properties of the dataset.  

However, Croatian-English phishing datasets and 
recent analyses are lacking, and this very absence of 
studies was the main motivation behind this research. New 
insights could be incorporated into various courses in 
higher education, such as natural language processing, 
machine learning, artificial intelligence, data analysis, 
information security, computational linguistics, statistics 
etc. This is crucial since it can offer more in-depth 
information about phishing attack techniques and potential 
responses. 

Depending on the perspective of the problem, students 
could be taught how to evaluate attackers and assess their 
profiles, how to distinguish different phishing strategies, 
and how to deal with the principles of phishing techniques 
and potential countermeasures.  

III. RELATED WORK 

One research dealt with detecting phishing websites by 
employing a novel dataset, which contains 5,000 
legitimate and 5,000 phishing websites. In order to obtain 
the best results, various machine learning algorithms, such 
as Random Forest algorithm and Multilayer Perceptron 
were explored [13]. 

Ref. [14] proposed a system that uses the Support 
Vector Machine algorithm and Naïve Bayes to train 
predictive models on a 15-dimensional feature set. The 
experiments were based on datasets consisting of 2541 
phishing instances and 2500 benign instances. Using 10-
fold cross-validation, experimental results showed 0.04% 
false positives and 99.96% accuracy for both predictive 
models. 

Another paper also used Random Forest classification 
and the Support Vector Machine algorithm in order to 
achieve a 99.87% accuracy score on a dataset that was 
comprised of 1605 e-mails (1191 phishing and 414 safe e-
mails) [15].  

In a recent research various types of phishing attacks, 
such as e-mail phishing, instant messaging phishing, 
smishing, bulk phishing, spear phishing, whaling, vishing 
and pharming were examined [4]. For instance, phishing 
in general is considered as a type of cyberattack in which 
a hacker tries to trick people into disclosing private or 
important information by impersonating a trustworthy 
organization or user, whereas e.g. spear phishing is a 
highly specialized form of phishing in which a malicious 
e-mail is specifically intended for a particular person, 
business, or group of people. This paper also proposed 
machine learning algorithms suitable for phishing 
detection, such as Decision Trees, Random Forest, 
Support Vector Machine, k-Nearest Neighbors etc. 

Another study concentrated on the appropriateness of 
online services for machine learning of models for 
predicting classification outcomes, and provided a method 
that could be utilized for identifying phishing messages 
[16]. 

One paper discussed the absence of relevant datasets 
for phishing detection. Therefore, a specific dataset was 
constructed by following a set of proposed guidelines, and 
was used afterwards to assess the level of effectiveness in 
phishing detection systems based on the Random Forest 
classifier algorithm [17]. 

Ref. [18] proposed a method that concentrates on 
ULRs, extracts features, lowers the dimensionality of the 
problem, and, when combined with a Support Vector 
Machine classifier, showed high efficacy in the detection 
of phishing. 

IV. ENSEMBLE LEARNING METHODS 

Ensemble learning methods are used in machine 
learning to combine predictions from multiple models in 
order to improve predictive performance. There are three 
main types of ensemble learning methods: Bagging 
(Bootstrap Aggregation), Stacking and Boosting [19, 20].  

Bagging or Bootstrap Aggregation uses multiple 
Decision Trees on different samples of the same dataset, 
and then averages predictions [21]. Bagging employs 
different members of an ensemble group by using 
variations of training data. It uses replacement, meaning 
that once the instance (row) is selected, it is returned, and 
can be selected again. This technique of bootstrap 
resampling is often used in statistics on small datasets, 
where many training datasets can be prepared to achieve 
an overall better estimation [21].  



An example of Bagging is the popular Random Forest 
algorithm, which is used for solving classification and 
regression problems. This algorithm contains numerous 
Decision Trees on different subsets of a dataset, and 
therefore “takes the average to increase the predictive 
accuracy of that dataset” [22]. It makes predictions 
depending on each tree, and makes a final decision based 
on the maximum votes of predictions, which is especially 
useful when individual trees are not correlated among 
themselves. By using multiple Decision Trees, it 
overcomes the problem of overfitting. On the other hand, 
the accuracy of Random Forest depends on the larger 
variety of trees [23].  

According to [24], advantages of the Random Forest 
algorithm are automatization of lost values in data and, 
overcoming overfitting issues with efficiency in handling 
large datasets. However, disadvantages are in the context 
of more computing and more resources that are needed for 
efficient results. Random Forest requires more time for 
training as well since it relies on many Decision Trees. 

Stacking uses different models (e.g. Linear Regression 
for regression tasks, or Logistic Regression for binary 
classification) on the same dataset and another model to 
learn how to make predictions. Ensemble members are 
referred to as level-0 model, and the model that is used to 
combine predictions as level-1 model [19]. 

 Boosting is an ensemble learning method that aims to 
change the training data in order to focus on examples that 
were erroneously predicted during previous fitting of 
models on the training dataset [19]. Is focused on 
instances that were misclassified by previous classifiers. It 
is called Adaptive Boosting since weights are re-assigned 
to each instance, i.e. each row, having higher weights 
assigned to incorrectly classified instances. Instances are 
weighted to indicate the needed amount of focus on the 
dataset during training. The output is given as a weighted 
average of predictions.  

Popular examples of the boosting method are Adaptive 
Boosting (AdaBoost), Stochastic Gradient Boosting 
(XGBoost and similar) and Gradient Boosting Machines 
[19]. AdaBoost is an adaptive machine learning algorithm 
where weights are reassigned to each instance, i.e. each 
row which is misclassified. Incorrectly classified instances 
have higher weights, and are widely used for imbalanced 
data. While Decision Trees in the Random Forest 
algorithm have equal contributions, in AdaBoost they 
have different contributions.  

V. RESEARCH, RESULTS AND DISCUSSION 

The objective of this paper is to present a pipeline for 
information extraction that includes steps like corpus pre-
processing, generating predictions for phishing messages 
using specific machine learning algorithms, performing an 
accuracy-based analysis, creating confusion matrices and 
evaluating scores for Croatian phishing messages.  

A. Dataset Characteristics 

The dataset used in this research consists of 550 
phishing e-mails that arrived at private e-mail addresses 
during 2022. The entire dataset was pre-processed with 

special focus on lowercasing, removing accents and 
numbers, text filtering with help of a specially crafted stop 
word list, discarding e-mail attachments etc. All e-mails 
were manually checked and annotated. The dataset was 
then divided into two subsets:  

• Set A: 275 e-mails originally written in Croatian,  

• Set B: 275 e-mails originally written in English 
that were automatically translated into Croatian 
by the web service Google Translate. 

Examples of phishing e-mails from both sets are given 
below: 

Set A:  

• “Obavijest: Vaša kompenzacijska bankovna 
kartica na bankomatu u vrijednosti od 
1.500.000,00 dolara registrirana je kod voditelja 
kurira DHL-a g. Marka Adjovija. Radi trenutne 
isporuke kontaktirajte ga putem e-pošte 
(dhlcourierexpressbj1@outlook.com) za više 
informacija o tome kako ćete je zatražiti.” 

• „Draga moja, jesi li primila poruku koju sam ti 
poslao? Pozdrav, Jerry Ngessan“ 

Set B:  

• “Poštovani, Vaša verzija e-pošte je zastarjela, 
nenadogradnja na najnoviju verziju ffzg.hr 7.1 
sada će dovesti do trajnog zatvaranja računa. 
Sukladno odredbi 17.9 Uvjeta, ffzg.hr može u bilo 
kojem trenutku prekinuti svoje usluge za račune. 
Za nadogradnju kliknite ovdje i odmah ponovno 
potvrdite svoj račun. Hvala, ffzg.hr Mail Team” 

• „Sada sam spreman za poziv, mogu li vas nazvati? 
Odgovorite na -> angelodicosta@gmail.com. 
Možemo li se naći u kafiću?“ 

Each phishing e-mail was manually marked with one 
of the following categories (also known as labels or 
classes):  

• Finances – commercial phishing e-mails with the 
aim to scam users for monetary benefit, 

• Health – offers and promises life changing 
products that do not exist, in order to acquire 
valuable personal information from victims,  

• Adult content – e-mails containing erotic and 
raunchy content, or having allusions to 
pornographic topics, nudity, explicit sexual 
material or violence, 

• Short communication – short e-mails containing 
brief and generic greetings to encourage victims 
to continue a conversation in which they provide 
sensitive information to the attacker. 

Distribution of categories in the dataset is presented in 
Table I, showing the proportions of different classes 
(labels) of e-mails. In both subsets, the test set equals to 
10% of the training set. The most represented categories 
in the training and test sets are “Adult content” and 
“Finances”. In almost all cases, the least represented 
category is “Health”.  



Although divided into four different categories, all 
phishing e-mails are related to financial matters, which 
might contribute to later-stage misclassification. E-mails 
that do not deal with financial topics are aimed at 
collecting data through a friendly conversation, with the 
goal of obtaining financial benefit through fraud. 

 
TABLE I.  DATASET CHARACTERISTICS 

 Set A Set B 

 
Training 

set 
Test 

set 
Training 

set 

Test 

set 

No. e-mails 250 25 250 25 

Finances 89 11 90 10 

Health 8 2 17 5 

Adult content 94 8 103 9 

Short 

communication 
59 4 40 1 

 
A large amount of phishing e-mails focuses on the 

financial aspect of victims, asks for valuable data or 
directly for money, employs blackmailing strategies, 
presents inappropriate services, asks for charity donations 
or promises lottery wins. Such e-mails frequently offer 
victims money in exchange for their data. 

B. Prediction of Categories 

In order to perform prediction of all categories, both 
subsets were split in the ratio of 90:10 (proportion of 
training and test set). Training was performed using the 
following classifier algorithms [4, 19]: Multivariable 
Logistic Regression (LR), which is suitable for multiple 
variables (categories), Random Forest (RF), k-Nearest 
Neighbors (kNN), Naïve Bayes (NB) and AdaBoost (AB).  

These algorithms were chosen on purpose in order to 
detect the algorithm and approach with the highest 
efficacy, i.e. percentage of correct predictions for this task. 

Table II shows predictions achieved by all algorithms, 
and across all four categories. When comparing the two 
subsets, Set A, originally written in Croatian, has slightly 
better predicted scores than Set B, which was 
automatically translated from English into Croatian.  

 
TABLE II.  PREDICTED ACCURACY RESULTS ACROSS ALL 

CATEGORIES 

 Set A Set B 

Algorithm Accuracy F1 Accuracy F1 

LR 0.684 0.686 0.680 0.675 

RF 0.776 0.767 0.732 0.711 

kNN 0.704 0.691 0.648 0.613 

NB 0.460 0.454 0.448 0.453 

AB 0.748 0.743 0.760 0.753 

Remark: more is better. 

 

When comparing prediction outcomes, accuracy and 
F1 measures achieved similar results. The highest 
predictions were achieved by the algorithms Random 
Forest and AdaBoost, ranging from ca. 71% up to ca. 77% 
for accuracy and F1 scores. 

The F1 score is based on the balance between the 
metrics of precision and recall, i.e. it is the harmonic mean 
of precision and recall [25], usually used for imbalanced 
datasets.  

Precision identifies all correctly identified cases, 
divided by all positives (true and false positives). Recall is 
the measure that counts true positives divided by true 
positives and false negatives.  

F1 and classification accuracy as prediction measures 
obtained by Random Forest and AdaBoost are compared 
with manual testing results.  

C. Confusion Matrix 

The confusion matrix is a predictive analytics tool 
used widely in machine learning and in various 
classification tasks [26]. It is a summarized NxN table that 
presents the number of correct and incorrect predictions in 
a classification task, and therefore estimates the 
performance of a classification algorithm. 

The confusion matrices determine the differences 
between the actual and the predicted accuracy across all 
four categories. The confusion matrix takes the total 
number of all training datasets in all categories and 
predicts accuracy.  

Fig. 1 and Fig 2. show the confusion matrices for the 
Random Forest and AdaBoost algorithms for each of the 
four categories. Both algorithms predicted similar order of 
categories in both datasets.  

Interestingly, both algorithms predicted that “Health” 
in Set A will gain a 100% score, followed by close scores 
for the categories “Adult content” and “Finances”. For Set 
B, both algorithms predicted the same ranking of 
categories: “Adult content”, followed by “Finances”, then 
“Short communication”, and finally “Health”. This 
ranking is contrary to the rankings in Set A.  

 

Figure 1.  Confusion Matrices per Category for Random Forest  



 

Figure 2.  Confusion Matrices per Category for AdaBoost 

Most represented categories in datasets are predicted 
more consistently: “Adult content” and “Finances” with 
predictions ranging from 70-80% for both datasets and 
both algorithms, whereas less represented categories 
demonstrated significant variations.  

D. Results of Predicted and Tested Accuracies 

Predicted scores are based on the complete training 
set, and were obtained by each algorithm across all four 
categories. Tested scores were obtained through test sets 
(25 phishing e-mails) which are used to test the accuracy 
for prediction of categories by each algorithm.  

Fig. 3 presents results of tested and predicted scores 
across all four categories. Accuracy of tested scores is 
lower than accuracy of predicted scores, generally by 2-
6%.  

 

Figure 3.  Tested and predicted accuracies by algorithm 

Fig. 4 presents results for predicted and tested average 
scores per category, showing significant variations among 
categories.  

 

Figure 4.  Predicted and tested accuracies by category 

Results show a decline of tested accuracy scores in all 
categories, but the smallest decrease is in the “Finances” 
category, followed by the category “Adult content”, which 
are the most represented categories in the training sets. 
The most significant decline was in the “Health” category 
(72% in Set A and 70% in Set B), which had the smallest 
amount of training data. 

VI. CONCLUSION 

The main goal of this research was to demonstrate a 
corpus-based information extraction pipeline that is 
language independent and built on machine learning 
techniques for predicting categories of phishing e-mails. 

The research was performed on two sets, differentiated 
by language originality (Croatian or automatically 
translated from English into Croatian). Training and test 
sets were imbalanced in terms of categories. The most 
represented categories in training and test sets were “Adult 
content” and “Finances”. The category “Health” was the 
least represented category, and achieved the lowest 
accuracy scores. However, a significant number of 
phishing e-mails contain mixed content, i.e. all of them 
deal more or less with financial issues, and therefore can 
belong to multiple categories. This was confirmed to be 
the main limitation of this research. 

Results are compared between predicted accuracy 
scores and tested accuracy scores, with regard to the 
chosen machine learning algorithm and with regard to the 
predicted category. When comparing algorithms with 
manual testing results, the best predictions were obtained 
by Random Forest and AdaBoost, while Naïve Bayes 
performed worst.  



Predicted results obtained by classification accuracy 
by applying Random Forest and AdaBoost are compared 
with manual testing results for each of the four categories. 
Both algorithms predicted most consistently categories of 
“Adult content” and “Finances”, which were the most 
represented categories in the training datasets, with scores 
of 70-80% for both subsets (A and B). This result shows 
the immense importance of data quantity in the training 
set. The biggest variations in prediction scores and when 
comparing predicted and tested score values are for the 
category “Health”, which is the least represented category 
in the training dataset, exposing the weakness of machine 
learning algorithms on small datasets.  

Results in this paper confirm that predicted accuracy 
increases with data quantity. The best predictions are 
obtained for categories that were most represented in 
datasets, whereas worst results were obtained for the least 
represented category “Health”. Overall, algorithms that 
exhibited best prediction results were ensemble machine 
learning algorithms – Random Forest and AdaBoost.  

In order to improve accuracy results, the authors plan 
to increase sample size equalize the number of phishing e-
mails that are used for in training and test sets, and 
harmonize the length of phishing messages. 
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