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Abstract: The use of audio systems that employ binaural synthesis with head tracking has become
increasingly popular, particularly in virtual reality gaming systems. The binaural synthesis process
uses the Head-Related Transfer Functions (HRTF) as an input required to assign the directions of
arrival to sounds coming from virtual sound sources in the created virtual environments. Generic
HRTFs are often used for this purpose to accommodate all potential listeners. The hypothesis of
the research is that the use of individual HRTF in binaural synthesis instead of generic HRTF leads
to improved accuracy and quality of virtual sound source localization, thus enhancing the user
experience. A novel methodology is proposed that involves the use of dynamic virtual sound sources.
In the experiments, the test participants were asked to determine the direction of a dynamic virtual
sound source in both the horizontal and vertical planes using both generic and individual HRTFs.
The gathered data are statistically analyzed, and the accuracy of localization is assessed with respect
to the type of HRTF used. The individual HRTFs of the test participants are measured using a novel
and efficient method that is accessible to a broad range of users.

Keywords: virtual sound source localization; acoustic signal processing; individual HRTF; binaural
system with head tracking

1. Introduction

Binaural audio systems are used to create an immersive and realistic listening experi-
ence, providing listeners with a sense of spatial presence and directionality. With the rise
of virtual and augmented reality technologies (VR and AR), binaural audio systems have
become even more significant, as they play a crucial role in creating a convincing sensory
experience [1]. Binaural audio uses Head-Related Transfer Functions (HRTF), which are es-
sential for localizing sound in space and creating a sense of spatial awareness [2]. In virtual
and augmented reality, binaural audio systems are used to create a realistic soundscape
that matches the user’s visual environment, providing a more immersive and engaging
experience compared to using only visual cues [3]. From gaming and entertainment [4] or
medicine [5] to education and training [6], binaural audio systems and spatial audio are
revolutionizing the way we interact with virtual and augmented environments.

While generic HRTFs have been widely used in the field of spatial audio for creating a
more accurate VR/AR experience [7], individual or personal HRTFs have the potential to
personalize the experience even more. Furthermore, the use of generic HRTF can potentially
lead to limitations in 3D audio perception in VR [8]. One of the potential principal benefits of
utilizing individual HRTF as opposed to generic HRTF is the superior localization of sound
sources within the frontal hemisphere, which may result in a higher degree of precision
when employing an individual HRTF set that has been measured for a particular listener [9].
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The acquisition of individual HRTF for a particular person needs to be performed
using one of the many methods and measurement setups available [10]. Acquiring indi-
vidual HRTF typically requires multiple exponential sweeps that employ a circular arc
segment comprising many loudspeakers placed in an anechoic chamber. The arc can
be maneuvered around a fixed central point where the subject is positioned. The sub-
ject wears a pair of in-ear microphones to measure their individual HRTF using such a
setup [11–14]. Although the described conventional method of acquiring individual HRTF
is still prevalent, recent years have seen the development of novel approaches that en-
able the acquisition of individual HRTF for a broader range of users without the need
for complex measurement setups or an anechoic chamber. These new methods include
techniques such as 3D scanning and modeling of individuals through structured-light/3D
scanners or high-resolution pictures/video footage [15–17]. Another group of methods uses
a single-speaker system placed in a typical room, and the subject wears a head-tracking
unit equipped with Inertial Measurement Unit (IMU) sensors, implemented as a dedicated
head-tracking unit or a smartphone [18–20]. For the purpose of this research, the methodol-
ogy described in [18,21] was used to obtain individual HRTF for the subjects who took part
in experimental measurements.

The primary objective of this study was to conduct experiments designed to test the
hypothesis that the utilization of individual HRTF enhances the accuracy of localization of
virtual sound sources, thus providing a more realistic and natural experience for the users
compared to the situation when generic HRTF or the individual HRTF of another person
are used. For this purpose, a novel methodology has been implemented for experiments
that allow the hypothesis to be tested in highly dynamic virtual scenarios that emulate both
real-life environments and virtual ones.

The presented novel methodology was also used to confirm that the localization
accuracy in the horizontal plane will not be substantially affected by using non-individual
HRTF instead of individual ones due to more robust additional interaural time and intensity
difference cues, whereas the accuracy in the vertical plane will be significantly improved if
an individual HRTF set is used in binaural synthesis.

2. Materials and Methods
2.1. Individual HRTF Measurement

The process of obtaining individual HRTF was conducted in accordance with [18], with
the exception that the measurements were taken in an acoustically isolated small anechoic
chamber. Before the measurement began, participants were given an oral explanation about
HRTFs and the process of recording their own individual HRTF. The participants were then
seated on a rotary chair in the anechoic chamber. The exact position was chosen to ensure
that the listener’s head is placed on-axis, i.e., in front of a single-driver loudspeaker at a
distance of 1.5 m (as seen in Figure 1).

A head tracker was mounted onto the participant’s forehead to measure the orientation
data of the head. Shape-adjustable in-ear microphones were plugged into the subjects’ ear
canals to capture the exponential frequency sweeps emitted by the loudspeaker during
the measurement, as in any acoustic HRTF measurement setup. Unlike in a standard
HRTF measurement where the subject is obliged to remain motionless, the subjects now
must move their heads with respect to the speaker to sample all the directions themselves.
Indeed, they were instructed to sample the directions of arrival in the entire solid angle of
4π in 15 min, with as few gaps as possible. To achieve this, they were also allowed to rotate
their whole body while sitting on the chair so that the directions of arrival from the side
and from behind could be sampled as well. To monitor their progress, they were presented
with visual feedback on the directions that had already been sampled in the form of points
on a sphere around their heads. The time remaining until the end of the measurement was
displayed as well. This feedback was shown on two different computer screens placed on
opposite sides of each other to maximize visibility during a full turn on the swivel chair.
After the measurement, an additional system calibration measurement was carried out. The
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measured data (IMU and audio recording) and the calibration data were then processed to
produce the individual HRTF in Spatially Oriented Format for Acoustics (SOFA) [22].
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Figure 1. HRTF measurement in the anechoic chamber: (a) back view of a participant; (b) front view
of a participant.

2.2. Measurement of Localization Accuracy

The binaural sound system designed for use in the localization accuracy experiment
was implemented using a high-quality open-type headphone set, a high-quality external
sound card, a PC, a wired head-tracker with a PC application for sending tracking data
via OSC protocol [23], REAPER v6.75 as the digital audio workstation (DAW) software of
choice [24], and a Sparta Binauralizer VST plug-in [25,26].

Before taking part in the experiment, the participants were given an informed consent
form as well as written information and instructions about the research and the experiment.
Both the headphone set and the head tracker were securely placed on the participant’s head.
To determine the direction of sound arrival, participants were seated on a rotating chair and
allowed to freely pivot their bodies and heads. To localize the sound source and establish
its azimuthal and elevation directions, two paper tapes were stretched symmetrically over a
180◦ arc around the listening position in the horizontal and vertical planes, with markings of
azimuthal and elevation angles in 1◦ resolution (as seen in Figure 2). The radius of the paper
arc was 1.5 m, and the precision of the markings was checked with the digital protractor.
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Figure 2. Horizontal and vertical paper tapes used for determining the azimuth and the elevation of
the sound source: (a) front view; (b) side view.

To avoid negative values of azimuth and elevation, which would be more difficult for
the subjects to read, the frontal direction was assigned an azimuth and elevation of 90◦,
thus yielding a range from 0◦ to 180◦ for both parameters. The participants were asked to
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determine the starting and final azimuth (or elevation) of a virtual sound source moving in
the horizontal (or vertical) plane within the chosen range of azimuth (elevation) angles. The
sound stimulus employed in this experiment was a single knock on a piece of wood that
repeated itself at a rate of 3.53 knocks per second. The total duration of the stimulus was
randomized, ranging from 8 to 12 s. The direction of arrival of the sound source continuously
changed from a starting value to an ending value at a non-consistent angular velocity (ranging
from 4◦ to 10◦ per second). The angular velocity of the virtual sound source was randomized
(by no more than 3◦ per second from the starting angular velocity) to avoid automatic turning
of the head after adjusting to the constant speed of the sound source (in the case of a constant
angular velocity). As an additional measure implemented to avoid automatic turning of the
head, in some cases the sound stimulus in the horizontal plane was allowed to have a turning
azimuth as the position at which the virtual source changes its direction of movement, i.e.,
starts moving back towards the starting position. The vertical and horizontal planes were
tested independently, and the participants were informed which paper tape they should
focus on before every individual measurement. The participants were instructed to verbally
indicate the initial direction of the virtual sound source immediately upon localizing it, as
well as the final direction from which they perceived the sound following the conclusion of
the sound stimulus (as seen in Figure 3).
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Figure 3. A participant with head-mounted binaural system elements on a rotating chair, tracking
the virtual sound stimulus.

Before the actual testing began, two test examples were presented to each participant to
verify the functionality of the binaural system and ensure that the participants understood
the experimental protocol.

In total, each participant listened to 18 test cases and indirectly evaluated the effectiveness
of three different HRTFs. The three HRTFs under investigation included the participant’s
own individual HRTF, a generic HRTF obtained from the Neumann KU100 dummy head [27],
and the individual HRTF of another person, obtained from a single participant who had
his individual HRTF measured but did not participate in the experiment. The SOFA file
containing the generic HRTF was the only one with 2702 directions defined, while both
individual HRTFs had 1460 directions defined (3◦ resolution). While a higher number of
directions measured for the generic HRTF might imply a potential advantage of the generic
HRTF over the individual ones regarding the localization accuracy in the horizontal plane, it
is unlikely to have an impact on the localization accuracy in the vertical plane.

To minimize the possibility of developing a bias, measurements taken in the horizontal
and vertical planes were systematically alternated every three measurements. Furthermore,
to mitigate potential confounding effects, the three HRTFs were randomly rearranged after
every three-measurement segment.
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2.3. The Ability of the Listeners to Recognize Their Own Individual HRTF

This experiment involved the assessment of various HRTFs by the participants, who
were given the task of selecting their own individual HRTF from a group of four different
HRTFs by listening to sound samples that were binaurally encoded using these HRTFs.
The objectives of this experiment were two-fold: firstly, to serve as a training exercise
for the participants, aimed at familiarizing them with head-tracked virtual audio and
sensitizing them to pertinent acoustic cues. Secondly, the study aimed to indicate the
potential benefits of individual HRTFs in a virtual audio system for each subject. This
advantage may translate to improved performance in the primary focus of this research,
namely, the accuracy of sound localization. Therefore, this experiment was performed
before the localization accuracy experiment.

The experimental setup involved seating the participants in front of a computer and
equipping them with headphones and a head tracker. The experiment was conducted using
a C++ program that utilizes the 3DTI toolkit [28].

Before the experiment began, the precise orientation of the head tracker relative to
both the head and the world frame needed to be determined by asking the participants
to nod their heads for “yes” and “no”. The experimental procedure consisted of 10 trials
in total, wherein a virtual sound source was positioned directly in front of the participant,
with its direction stabilized and updated in real-time based on head-tracking data. The
participants were given the option to select between four randomized HRTFs by pressing a
corresponding number on the keyboard and were allowed to change their choice for as long
as they saw fit. The participants were instructed to choose the preferred HRTF according
to the following criteria: “Choose the HRTF which you think is yours, considering the
natural feeling of the sound, the externalization of the sound, and it should sound like
you are listening with your own ears, and not someone else’s”. The “natural feeling” was
additionally defined to the participants as the perception of a sound source that appears
consistently in the same, well-localized direction, regardless of head rotation. The same
audio files were played repeatedly throughout the trial, with the switching of the HRTF
occurring instantaneously upon the participant’s command via the keyboard. The trial
concluded once the participant communicated their preferred HRTF via the keyboard. Two
distinct stimuli were presented, alternating between consecutive trials:

1. A woman reading a technical text in English;
2. A song by Ozark Henry.

The same set of four randomized HRTFs was employed in each trial. The set consisted
of the participant’s own individual HRTF and the individual HRTFs of three other people
who did not partake in the experiment. These three HRTFs were identical for all participants.

2.4. System Latency Measurement

Latency is regarded as one of the critical concerns in virtual audio systems [29]. To
ensure that accurate results are obtained from the designed experiments, it was necessary
for the system latency of the binaural audio system to be sufficiently low. One of the
key factors was the use of a high-quality wired head tracker, as the performance of the
head tracker itself has a considerable influence on accuracy, precision, and low latency in
binaural audio systems [30]. Any experiment that utilizes binaural audio systems requires
the latency of the system to be as low as possible, optimally below 50 ms. Although a
theoretical latency value could be calculated, a more precise experimental approach was
employed so that the actual value could be determined.

The binaural audio system was mounted on a dummy head, along with a simple
electrical circuit for light detection consisting of a 9V battery, a light-emitting diode, and
a high-quality photoresistor. A specialized SOFA file was implemented in the binaural
audio system, where a Dirac impulse with amplitude 0.5 was set up for the frontal HRTF
directions (within 6◦ of great angle error), while amplitude 0 was set up for all other
directions. A looping 10-kHz sinusoidal tone was played into the binaural system, with the
dummy head positioned in the frontal direction (i.e., where the 10-kHz tone was audible).
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A laser pointer was directed toward the photoresistor, which decreased the element’s
resistance, causing the voltage on the photoresistor to rise. With the sudden rotation of
the dummy head, the laser beam moved away from the photoresistor, leading to a drop in
voltage. At the same time, the head-tracker of the binaural system detected movement of
the dummy head, causing the system to change azimuth and change HRTF to amplitude 0
(i.e., the sound was no longer audible). The latency was subsequently calculated as the time
difference between the exact moment the voltage began to rise on the photoresistor and the
moment the audio output of the binaural system switched from audible to inaudible.

A two-input sound card was utilized to record both the audio output of the binaural
system and the voltage change on the photoresistor. Modern external sound cards typically
have a capacitor in series with the input to block DC voltages from entering the sound
card. Therefore, the required voltage drop could be observed as a starting point for the
change in the AC recorded signal. To maximize the voltage drop effect, the measurement
was conducted in a controlled environment devoid of external light sources.

The latency of the individual HRTF selection setup was measured to be 35 ms, which
was deemed sufficiently low for the progression of the experiment described in Section 2.3.

Ten latency measurements were conducted on the binaural system setup designed
to test localization accuracy. The obtained latency values spanned from 69 to 78 ms, with
an average result of 73 ms. Given that the time interval between 2 successive knocks of
the sound stimulus was 283 ms and that the latency was nearly 4 times shorter than the
mentioned interval, the obtained latency was deemed sufficiently low for the progression
of the localization accuracy experiment.

3. Results

The following subsections report the results of statistical analyses performed on
raw data collected during the experiments and on adjusted raw data. In the statistical
analysis, all decisions on statistical significance were made at the 0.05 significance level.
The statistical analyses were performed in R [31].

3.1. Localization Accuracy Results

The statistical analysis is based on repeated measures of analysis of variance (ANOVA) [32]
and was performed according to [33]. Since there were 25 independent participants with
multiple measured data points, their results with the same parameters (HRTF, vertical or
horizontal plane, starting or ending angle) were averaged as independent data points. In total,
each participant contributed 12 data points for the analysis. For each of the three HRTFs, there
were horizontal or vertical starting and ending perceived sound source directions represented by
their azimuth or elevation angles, respectively. The obtained data that was statistically analyzed
were the absolute (non-negative) values of the deviation from the correct azimuth (or elevation)
starting and ending directions of the virtual sound source. If the occasional missing data arose
from the participant’s unsureness about the starting or ending angle of the virtual sound source,
the average absolute deviation for the corresponding data point was computed without the
missing value by utilizing other available deviation data from the same data point. There was
always at least one selected angle for each data point for each participant, resulting in no missing
data from the independent data points for all the participants, which was an important factor
regarding the proper usage of repeated measures in ANOVA.

Since there were a small number of outliers (less than two outliers for every 25-point
data set), the mean/median imputation technique was employed to adapt outlier values
for ANOVA. Normality testing using Shapiro–Wilk’s test was performed on all data sets,
demonstrating that the data are normally distributed. Finally, Mauchly’s test of sphericity
was used to verify that the null hypothesis of equivalent variances of differences was
fulfilled. Box and whisker plots were generated for the absolute deviation from true
horizontal and vertical starting and ending points, as presented in Figure 4.
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ANOVA results were calculated as follows:

• For the horizontal starting angle: F(48,2) = 7.052, p = 0.002;
• For the horizontal ending angle: F(48,2) = 3.223, p = 0.049;
• For the vertical starting angle: F(48,2) = 10.113, p = 0.000216;
• For the vertical ending angle: F(48,2) = 4.542, p = 0.016.

The data obtained from the experiment indicates the existence of statistically significant
differences for all four investigated parameters regarding the HRTF that was used. To
further assess the performance of individual HRTFs compared to other HRTFs, a pairwise
comparison was performed, and the results are presented in Table 1.

Table 1. Pairwise comparison of differences between HRTF sets.

Gen&Oth Pair 1 Ind&Gen Pair 2 Ind&Oth Pair 3

p-Value adj. p-Value 4 p-Value adj. p-Value 4 p-Value adj. p-Value 4

Horizontal starting angle 0.002 0.006 0.005 0.015 0.894 1.000
Horizontal ending angle 0.031 0.094 0.086 0.256 0.623 1.000

Vertical starting angle 0.214 0.642 0.002 0.007 0.0006 0.002
Vertical ending angle 0.674 1.000 0.007 0.022 0.016 0.050

1 Comparison between generic HRTF and the individual HRTF of another person. 2 Comparison between the
participant’s own individual HRTF and generic HRTF. 3 Comparison between the participant’s own individual
HRTF and the individual HRTF of another person. 4 p-value adjusted with the Bonferroni correction.
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The outcomes concerning the horizontal starting angle indicate that there is no sta-
tistically significant difference in absolute deviation from the true angle between one’s
own individual HRTF and the individual HRTF of another person. However, a statistically
significant difference is observed between both of these cases and the case when generic
HRTF is used.

For the horizontal ending angle, there was no statistically significant difference be-
tween HRTFs.

The results obtained from the pairwise comparison indicate a significantly lower
absolute deviation from true vertical starting and ending angles when one’s own individual
HRTF is used compared to the remaining two HRTFs.

Additionally, the measurement results acquired from the participants were analyzed
for the correct determination of the direction in which the virtual sound source moved.
If the angular value of the sound source was increasing from the starting to the ending
angle, it was assigned the value “1”, and if it was decreasing, it was assigned the value “0”.
This was performed for both the programmed values to determine the correct movement
direction and the measurement results. The results are presented in Table 2.

Table 2. Correct determination of the direction in which the sound source moves (in percent).

Generic HRTF One’s Own Individual HRTF Individual HRTF of Another Person

Horizontal plane 98.67% 98.67% 100%
Vertical plane w/m.d. 1 40% 81.33% 50.67%

Vertical plane w/o m.d. 2 44.12% 83.56% 55.07%
1 Results with missing data included in incorrect observations. 2 Results with missing data excluded from
incorrect observations.

Although the missing data did not affect the absolute deviation calculations because of
the independent data point averaging, it should be considered for the correct determination
of the direction calculations. When the missing data arose, there were two possible ways
of handling it: defining the direction determination as incorrect or excluding the missing
data from further analysis. In the case of a participant’s unsureness about where the sound
source started or ended (missing data), the direction could not be defined with absolute
certainty; therefore, the exclusion of the missing data is a more pertinent approach. There
was no missing data for the horizontal plane.

A chi-square (X2) test was conducted to test whether the scores obtained for correct
and incorrect determination of the direction of movement in the vertical plane carry any
statistically significant difference from the values expected from purely guessing the direction
by random chance. This was particularly important regarding the generic HRTF since the
correct determination percentage was slightly below 50%. The results of the chi-square test
(p = 0.08 for missing data included in incorrect determinations, p = 0.33 for missing data
excluded from incorrect determinations) imply that no statistically significant difference exists
in this case, i.e., the determination of direction in the vertical plane using generic HRTFs is
essentially based on guessing. A binomial test was also conducted, and it confirms the results
of the chi-square test (p = 0.3961). The presented results demonstrate that using one’s own
individual HRTF leads to considerably higher accuracy when determining the direction in
which the sound source moves in the vertical plane.

3.2. The Success in Selecting One’s Own Individual HRTF

The number of trials in which participants selected their own individual HRTF was
tabulated for each of the 25 participants. Subsequently, a binomial test was conducted to
examine whether this count was significantly greater than the expected value of 2.5 for
10 trials (equivalent to random chance). The success rate of choosing one’s own individual
HRTF was significantly higher (p < 0.05) for five subjects. Upon pooling the data of all
participants, the overall success rate was calculated to be 87 out of 250 trials. As a result, the
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likelihood of participants selecting their own HRTF over the other ones was significantly
higher than random chance (p-value < 0.001).

4. Discussion

The results of the statistical analysis confirm the hypothesis that the use of one’s
own individual HRTF results in improved accuracy in localizing virtual sound sources
in the vertical plane. This is particularly evident in determining the starting angle of the
sound stimulus in the vertical plane. As the initial orientation of the participant’s head
requires them to look directly at the intersection of horizontal and vertical paper strips, the
employment of individual HRTF furnished the participant with more precise localization
information. Additionally, the data that indicates the determination of sound source
movement in the vertical plane (83.56% correctly determined directions of movement for
one’s own individual HRTF, compared to 55.07% for the HRTF of another person and
44.12% for generic HRTF) shows that using one’s own individual HRTF enhances the
accuracy of dynamic localization. Consequently, this result indicates that using one’s own
HRTF can lead to a more realistic perception of the virtual auditory environment and foster
a more immersive spatial awareness.

The results of the statistical analysis regarding the localization accuracy in the hor-
izontal plane indicate that no statistically significant improvement is obtained by using
one’s own individual HRTF compared to the HRTF of another person. The use of generic
HRTF when determining the horizontal starting angle leads to the poorest localization
accuracy, which is significantly lower compared to the other tested HRTFs. The box and
whisker plot that indicates the accuracy of determining the horizontal ending angle shows
that the use of the generic HRTF has yielded slightly better results than other HRTFs, but
the improvement was not statistically significant. A possible reason for this is the higher
resolution of the generic HRTF, with 2702 defined directions compared to the 1460 defined
directions for the individual HRTFs. To examine this issue (if relevant), future work will
consider the same density of direction points for all HRTFs.

A possible reason for the lack of improvement in horizontal plane localization by
using one’s own individual HRTF could be that the primary cues for horizontal sound
localization, such as interaural time differences (ITD) and interaural level differences (ILD),
are primarily determined by the ear canal and not significantly affected by individual head
and pinna morphology [34]. Therefore, for sound source localization in the horizontal
plane, generic HRTFs have the potential to be used without a significant loss (if any) in
localization accuracy.

The results obtained from the experiment that tested the ability to recognize one’s own
individual HRTF show that the listeners as a group displayed a certain degree of ability to
identify their own individual HRTF when their HRTF was grouped with three HRTFs of
other people, which goes beyond random chance. In this experiment, the participants were
asked only to select the HRTF that they believed to be their own. A more effective approach,
to be considered in future work, would be to implement a ranking system whereby all four
HRTFs that were used in the experiment are ranked in order of preference. This approach
would be particularly useful in situations where participants may struggle to differentiate
between their own HRTF and the specific HRTF of another person. Furthermore, an
acknowledged limitation of the presented approach is that a reference sound signal could
have been used. Although the use of the reference signal could imply more significant
results in the presented experiment, there is a reason for not using it in the current setup.
Since it would be necessary for the participants to remove their headsets for the reference
signal, that could disrupt the calibration of the head tracker attached to the headphones.
In future work, adequate use of the reference sound signal could be considered so that it
would not influence the head tracker calibration.

Additionally, an analysis was performed to investigate the existence of a correlation
between the results of the individual HRTF recognition experiment and the results of
the localization experiment. However, the findings revealed no statistically significant



Appl. Sci. 2023, 13, 5254 10 of 12

correlation. With the improvements implemented into the methodology of the HRTF
recognition experiment in future work, the possibility of a correlation between the results
of these two experiments could be revisited.

Concerning the latency of the binaural audio system used in the localization experiment,
it is expected that the shortening of the latency time to below 50 ms may further improve
the localization accuracy when one’s own individual HRTFs are used. In future research,
upgrades made to the binaural system setup could lead to lower latency, thus providing a
solid base for new experiments, the results of which would help verify this premise.

Despite using a different method of measuring individual HRTF and a different
localization methodology, the presented results agree with previous studies [35–37] that
also showed statistically significant performance improvement when one’s own individual
HRTF is used. This finding goes in favor of confirming the claim that the use of one’s own
individual HRTF provides a more natural and immersive listening experience. One study,
in particular, confirms improvements in sound source localization by using individual
HRTF over generic, but the emphasis is put on the compelling performance of a generic
HRTF set [38]. On the other hand, one study found no difference between using individual
HRTF and generic HRTF in dynamic virtual environments [39], although their methodology
and experimental design are considerably different from the ones presented in this research.
The implications of these contradictory findings suggest that additional investigation might
help to identify the most informative dynamic cues in order to enhance our comprehension
of the variations between the experimental conditions, which may clarify the underlying
factors contributing to the observed discrepancies.

5. Conclusions

In summary, this study presents a novel methodology for assessing the localization
accuracy in binaural audio systems, with an emphasis on identifying possible improve-
ments by using one’s own individual HRTF instead of a generic HRTF or an individual
HRTF of another person. Although the results show statistically significant improvements
in accuracy for one’s own individual HRTF in the vertical plane, the results also suggest the
absence of universal statistically significant improvements in localization accuracy in the
horizontal plane when using one’s own HRTF compared to other HRTFs. The individual
HRTF recognition experiment also found an indication of statistical significance for the
ability to recognize one’s own HRTF, but the methodology warrants further refinement in
future work. Future studies will focus on comparing the effectiveness of the individual
HRTF measurement method used in this research with other approaches for measuring
individual HRTF.
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