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Abstract - Detecting objects on unmanned aerial vehicle 

(Drones) imagery is a challenging task and an under-

researched problem that lately receives more and more 

attention in the research community. When shooting with a 

drone, not only the weather and the light conditions change, 

but the shooting height and angle change as well because the 

position of the camera is not fixed during shooting. The paper 

aims to describe the possibility of using drones in search and 

rescue operations and to provide a comprehensive overview 

of the area related to the detection of persons in drone 

imagery. The paper includes a description of publicly 

available datasets and a comparison of the state-of-the-art 

models for person detection in drone recordings and ends 

with a proposal for future research. 
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I. INTRODUCTION 

With the development of technology, 
unmanned aerial vehicles (UAVs, drones) 
equipped with cameras find their application in 
industry, agriculture, surveillance, and search and 
rescue operations. Detecting objects on drone 
images is an extremely useful and still under-
researched problem. 

When flying at low altitudes, drone records 
more details on objects of interest, while larger 
altitudes cover a larger area. Detecting objects in 
drone imagery creates greater challenges than 
traditional panorama detection. One of the 
reasons is the change in shooting height which 
significantly affects the size of the desired object 
or change of the shooting angle [1]. In a single 
video, in a very short time, a drone can record an 
object from the front, side, or a bird's eye view. 
Changes in lighting (day, night) and weather 
(sunny, cloudy, foggy, or rainy) drastically affect 
the visibility and display of an object [1]. In 
addition to all of the above, the challenge in 
detecting and monitoring is also posed by the 
rapid movements of the camera, the occlusion, 
and the relative movement between the camera 
and the object. 

As objects captured by a drone are often too 
small to be detected by the human eye on a drone 
control screen, object detection needs to be 
automated. In recent years, considerable progress 
has been made in detecting objects using deep 
learning (convolutional neural networks). The 
most popular deep learning-based detectors are 
Faster R-CNN [1], SSD [4], YOLO [5], and 
RetinaNet [6] trained on datasets like PASCAL 
VOC [7] or MS COCO [8]. However, it turns out 
that they are not equally successful when applied 
to drone-recorded images. 

In order to improve the results of object 
detection on drone imagery, it is necessary to 
include these images in a training set. However, 
until recently, there were no publicly available 
datasets recorded by the drones. With datasets 
like Campus [9], UAV123 [10], CARPK [11], 
Okutama-action [12], UAVDT [13] and 
VisDrone [14], images taken with the drones are 
available, but there are tailored to specific issues 
such as parking control, traffic monitoring, or 
movement of people across pedestrian zones. 

This paper aims to provide a simple but 
comprehensive overview of object detection on 
imagery recorded by drones to study existing 
databases and models that could be used in the 
detection of persons in search and rescue 
operations. 

During the search and rescue operation, it is 
important to find the missing person as quickly as 
possible, as the survival of the missing person 
declines exponentially over time [15]. The 
weather and light conditions vary greatly 
between different search and rescue operations, 
which is an additional challenge in detecting a 
missing or injured person.  

Today, almost all search and rescue services 
have integrated the use of drones in their search. 



This is due to the increasing availability of drones 
with quality high-resolution cameras. It takes 
approximately 25 seconds for a video analyst to 
detect a victim on a drone recording [20]. The 
benefit of video analytics is knowing the context 
of the image and predicting where the person may 
be based on previous experiences, but the analyst 
focuses only on a small portion of the image so 
the assistance of an automated detector can be of 
great use. 

The rest of the paper is organized as follows: 
in Section II. we will present public available 
drones datasets. An overview of methods using 
drones in search and rescue missions is given in 
Section III with an overview of the state-of-the-
art object detector algorithms in drone imagery. 
The paper ends with a conclusion and a proposal 
for future research. 

II. PUBLIC AVAILABLE DRONES DATASETS 

A comparison of publicly available sets of 
images taken with a drone and prepared for deep 
learning tasks is given in Table 1. 

 

A. Campus 

The Campus is a large dataset containing 
images and videos of different classes such as 
pedestrians, bicyclists, cars, skateboarders, golf 
carts, buses, taken inside the campus from a bird's 
eye view (see  

Figure 1. a). The footage was taken with a 4K 
drone-mounted camera (3DR solo) flying at a 
height of approximately 80 meters. The dataset 
contains about 19,000 objects at a resolution of 
1400 x 1904 px, [9]. 

B. UAV123 

The UAV123 dataset contains a set of scenes 
ranging from urban landscapes, roads, fields, and 
beaches with objects such as cars, trucks, boats, 
and persons. Persons are additionally tagged for 
object tracking. Activities such as walking, 
cycling, swimming, car driving are also labeled. 

The data are divided into 3 sub-groups [10]: 

• 103 video clips taken with the DJI S1000 
drone tracking different objects between 
5m and 25m in height, 720p, and 4K 
resolution at 30 and 96 fps. 

• 12 videos shot with images of lower 
quality and resolution 

• 8 synthetic video clips recorded using a 
drone simulator of the Unreal4 Game 
Engine. 

C. CARPK 

The CARPK is according to authors [11], the 
first and largest database of drone recordings that 
supports object counting, and provides the 
bounding box annotations. More specifically, 
there are 89 777 tagged cars on the dataset. The 
cars were shot by drones in four different parking 
lots. The dataset is tailored to deep learning 
algorithms for object count and localization 
scenarios. 

 

Figure 1. Examples of the scenes captured in a) Campus, b) CarPK 

D. Okutama-action 

The Okutama-action database contains 43 
fully labeled drone video clips for training and 
testing models when detecting multiple 
simultaneous actions within different categories 
(reading, handling, carrying different items), 
[11]. 

The videos were recorded using two DJI 
Phantom 4 drones in 4K baseball court and at 30 
fps at 10m to 45m height, while the camera angle 
is 45 or 90 degrees. The dataset for each video 
contains metadata such as camera angle, speed, 
and height. The shots were taken with two 
different lighting conditions (sunny and cloudy) 

TABLE 1. COMPARISON OF PUBLICLY AVAILABLE DRONE 

DATASETS 

 Campus UAV123 CARPK Okutama-

action 

UAVDT VisDrone 

Year 2016 2016 2017 2017 2018 2018 

D   x x x x 

S  x   x x 

M x    x x 

Frames 929,5k 112 578 1 448 77 365 80 000 189 473 

Boxes 19,5k 110k 90k 422,1 841,5k 2 500k 

Categories 6 6 1 1 1 10 

Resolution 1400x1904 1280x720 1280x720 3840x2160 1080x540 3840x2160 

D – detection, S – single object tracking, M – multiple object tracking, 1k = 1 000 



E. UAVDT 

The UAVDT consists of 100 drone videos in 
multiple urban locations such as streets, squares, 
intersections, etc [11]. The videos were shot at 
1080 x 540 px with 30 fps in different weather 
conditions (day, night, fog), and in three different 
altitude ranges (low: 10m to 30m, medium: 30m 
to 70m high: more than 70m) and different 
camera views (front view, side view, and bird's 
eye view). An example of the scene captured in 
the UAVDT dataset is given in  

Figure 2.a. 

F. VisDrone 

VisDrone is a set of data shot in different 
scenes focusing on four basic problems in the 
field of computer vision (object detection in 
images, object detection in videos, single object 
tracking and multiple object tracking). 

The dataset consists of 263 video clips and an 
additional 10.209 images [11]. Videos/images 
were recorded on different drone platforms (DJI 
Mavic, DJI Phantom Series 3, 3A, 3SE, 3P, 4, 
4A, 4P) in 14 different cities in China. The 
dataset covers different weather and light 
conditions of maximum video resolution (3840 x 
2160 px) and images (2000 x 1500 px). 

 

Figure 2. Examples of the scenes captured in a) UAVDT, b) VisDrone 

Each of the datasets presented here is 
important for the development of computer 
vision research in the field of UAV images. 
However, it is clear from the descriptions of each 
image database and examples that they are 
intended for a specific task and tailored to a 
particular problem. For a specific problem, such 
as searching and rescuing people, there are 
missing appropriate scenarios where people in 
non-standard poses appear (e.g. injured persons 
during a fall), so they need to be recorded and 
included in the set. 

III. COMPUTER VISION TASKS IN SEARCH AND 

RESCUE OPERATIONS 

Detection of people in images and videos 
plays a significant role in various applications, 

but in this section, we focus on search and rescue 
applications using drone recordings.  

The search and rescue problem can be divided 
into four application areas: in combat, on water, 
in urban and non-urban areas [16]. The use of 
drones in search and rescue operations has been 
discussed in [18][19][20] [17]. In this review, we 
will focus on non-urban areas and water areas.  

In [20] image segmentation and contrast 
enhancement were applied and then convolution 
neural networks (multiple single shot detector 
SSD) for the detection of persons ranging from 5 
to 50 px, on drone imagery. They also used a 3D 
game editor to generate synthetic search and 
rescue datasets.  

The Inception model with the Support Vector 
Machine (SVM) classifier is used in [21] for 
detecting people trapped in an avalanche using 
drone imagery. In [23] the focus is on detecting 
humans on sea recorded using an unmanned 
aerial vehicle equipped with a multi-spectral 
camera. A modified MobileNet convolution 
neural network architecture is used for detection.  

In [24], authors have developed a system for 
detecting people and action recognition on the 
Okutama-action dataset while calculating GPS 
locations. For object detection, a model that was 
upgraded to MobileNetv2 and called POINet was 
used. Another example of the use of GPS signals 
in search and rescue actions is given in [25]. The 
assumption is that the injured person has a mobile 
device switched on, so a GSM radio signal of the 
mobile device is used to log the position of the 
injured person from the strength of the single and 
GPS position of the drone. 

A platform for the detection of persons in 
water with the Tiny YOLO V3 architecture 
integrated on the NVIDIA Jetson X1 computer 
was introduced at [26]. The model was trained on 
the COCO dataset and swimmer's custom dataset 
recorded with a drone equipped with a GoPro 
camera in HD resolution. For the detection of sea 
surface objects, the use of a drone thermal camera 
and a real-time onboard algorithm was proposed 
in [27] to detect and track objects on the ocean 
surface.  

The strategy of using semi-supervised and 
supervised machine learning approaches for the 
classification of aerial imagery and object 
detection along with the suggestion of hardware 



and software architecture for the UAV platform 
is given in [28]. An algorithm for planning a 
search path for a UAV and using unmanned 
ground vehicles (UVG) to verify the identity of 
an object detected by the UAV is given in [29]. 
In [30] the authors classify drone imagery on 
human and non-human images and provide 
classification results using several CNN 
architectures. According to [31], it was the first 
paper that applies multiple object visual tracking 
to aerial imagery for search and rescue purposes, 
invariant to scale, translation and rotation, and 
with the ability to re-identify persons. Person 
detection is based on color and depth data and the 
use of the Human Shape Validation Filter that 
uses the locations of human joints obtained from 
the Convolutional Pose Machine [32]. The 
purpose of the filter is to study the shape of the 
human skeleton on detections to avoid false 
detections. 

According to the results of the Vision Meets 
Drones competition, VisDrone 2019 [33], the 
Cascade R-CNN [34] model and models derived 
from it are most commonly used to detect objects 
such as pedestrians, cars and bicycles in large-
scale benchmark dataset covering a wide range of 
aspects including location (taken from 14 
different cities), environment (urban and 
country), objects (pedestrian, vehicles, bicycles, 
etc.), and density (sparse and crowded scenes).  

Cascade R-CNN is a multi-stage object 
detector framework, which aims to increase the 
quality of detection by constantly increasing the 
intersection over union (IoU) thresholds [35]. 
Cascade R-CNN was used in different 
applications including agricultural, aerial 
photography, fast delivery, and surveillance, 
followed by CenterNet [36] and RetinaNet [37].  

CenterNet is a one-stage highly efficient 
detector for exploring the visual patterns within 
each bounding box. For detecting an object, this 
approach uses a triplet, rather than a pair, of 
keypoints. Paying attention to the center 
information, RetinaNet has a feature pyramid 
network (FPN) [37] attached to its backbone to 
generate multi-scale pyramid features. Then, 
pyramid features go into classification and 
regression branches, whose weights can be 
shared across different levels of the FPN. The 
focal loss is applied to compensate for the 
accuracy drop, which improves performance. 
The most used detectors in the VisDrone 

competition, as the backbone mainly use ResNet-
101, ResNet 101, ResNet 50, and SEResNeXt50. 

The performance that object detectors achieve 
on images captured with a drone is much lower 
than that achieved on images that are not a bird's 
eye view in different application domains [38, 40, 
40]. The top three detectors in the VisDrone 2019 
competition (DPNet-ensemble, RRNet [41], and 
ACM-OD) in the image detection category reach 
an average precision (AP) of about 29% with an 
IoU> 50%. For person detection a maximum of 
16% AP is achieved (BetterFPN, 16.45% AP, 
DPNet ensemble [35], 15.97% AP, ACM-OD 
[35], 15.50% AP). 

Slightly lower object detection results than in 
the case of images were achieved in the object 
detection category on video [44]. The three best 
results were achieved by the following 
algorithms: DBAI-Det with 29.22% AP, AF-
SRNet with 24.27% AP, and HRDet+ with 
23.03% AP. As in the case with the images, 
positive detection was counted if IoU is greater 
than or equal to 50%. In the case of detection of 
persons, the best results were achieved with 
DBAI-Det, VCL-CRCNN, and AFSRNet, with 
pedestrian detection results being different from 
the detection of a person in general. 

The success of the best algorithms is attributed 
to the combination of many recently proposed 
powerful networks, including DCNv2 [45], FPN, 
and Cascade R-CNN, and detection performance 
is significantly enhanced by the benefits of 
anchor-based RetinaNet and anchorless FSAF.  

IV. CONCLUSION 

The paper provides an overview of the object 
detection on imagery recorded by unmanned 
aerial vehicles (drones). The first part of the paper 
gives an overview of the current state of publicly 
available datasets with their characteristics and 
appropriate tasks. The following section shows 
the research activities using drones in search and 
rescue operations and computer vision methods 
for missing person detection. Finally, the models 
that currently show the best detection results on 
images made by unmanned systems are listed. 

In future work, it is necessary to create a 
dataset of drone recordings for better detection of 
injured persons. Such a dataset would contain 
people in atypical poses that are not contained in 
existing datasets. Combining knowledge transfer 



from existing datasets and the new custom set, it 
is necessary to test the state of the art models and 
analyze their performance in a new set of scenes 
characteristic for search and rescue operations. If 
necessary, adaptation and enhancement of 
existing models will be proposed to achieve the 
best possible detection results for disabled and 
missing persons in non-urban and off-water 
areas. 
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